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1. Introduction

The problem of coding the realizations of a random source when some other one, correlated
with the former, is available at the decoder but not at the encoder goes under the name of source
coding with side information. The minimum achievable transmission rates in this scenario were
already found about thirty years ago by means of a random coding analysis. Practical coding
schemes have been instead investigated only recently for enabling improved compression
performance in sensor networks and computationally light and robust source coding in video
applications.
Differently from the traditional source coding scenario, these schemes take advantage of both
a code that is good for channel coding and a code that is good for source coding. Practical ap-
proaches where these two codes are nested have been shown to be asymptotically optimal,
but schemes that use independent codes have also appeared that are easier to implement, in
particular in the dual context of channel coding with side information at the encoder.
In the first half of this chapter we will review the main theoretical results regarding both
this problem and, in general, the problem of distributed source coding (Section 2). The most
important coding schemes that have appeared in literature for achieving the promises of the
theoretical investigations are also described (Section 3); in particular, we discuss an approach
based on the principle of superposition coding that we also show to be optimal.
The second half of this chapter is more focused on practical coding schemes. In Section 4
we give an original factor graph-based interpretation of the decoding algorithms used in the
schemes for lossless reconstruction based on turbo codes. We also present a performance com-
parison between several of them. In Section 5 we discuss a solution to the lossy source
coding problem with side information based on continuous-valued syndromes. In particular,
this scheme embodies the superposition approach and uses independent channel and source
codes. In order to broad the range of applications of this coding scheme, model-aided statisti-
cal decoding of continuous-valued syndromes is also proposed for the case of coding Markov
sources. We compare the performance of this coding scheme against other systems both for
the case of coding purely Gaussian sources and for the case of coding natural video sequences,
both in the discrete cosine transform and in the discrete wavelet transform domain. We will con-
clude with a short discussion on the drawbacks of the proposed coding solutions and on the
future research (Section 6).
Throughout the chapter, we use the following notation. The random variable (r.v.) X takes
realizations x on the set � and has probability mass function p(x). Xn is an n-dimensional
random process with independent and identically distributed components; the realizations xn

are elements of � n. Matrices and random vectors are shown in bold face (e.g. X). Alphabets
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are usually discrete. P[⋅] and E[⋅] denote the probability of an event and the expected value
of a r.v., respectively; χ{⋅} is the indicator function of an event. H(⋅), H(⋅∣⋅) and I(⋅; ⋅) denote

entropy, relative entropy, and mutual information; �
(n)
ε is the (strongly) typical set over which

n-dimensional processes distribute uniformly (Cover & Thomas, 2006). A variable X ∼ ℬ(p)
is a Bernoulli r.v. that equals one with probability p; H(p) is its entropy; addition of Bernoulli
variables is defined over the group GF(2). A variable X ∼ � (µ, σ2) is a Gaussian r.v. with
mean µ and variance σ2. a ∘ b denotes function composition, ⋅T matrix transposition; the
notation 2nR usually means

⌊

2nR
⌋

. A good source/channel code is a code that achieves the
rate-distortion/channel capacity function asymptotically with its length.

2. Problem Statement and Theoretical Results

Suppose that we want to map some environmental parameter, e.g. the temperature, over a
certain space. Then, we place m ≥ 2 temperature sensors across that space, and have each
one communicate its measurement to a central unit; let Xi denote this measurement. Data
compression is employed at each sensor node in order to save transmission power. It is likely
that these measurements are somewhat correlated, i.e. that H(X1X2 . . . Xm) < ∑

m
i=1 H (Xi).

According to classical information theory results (Shannon, 1948), at least H(X1X2 . . . Xm)
bits must be received by the central node for describing exactly all measurements. But this is
achievable with traditional source coding means only if communication between the sensor
nodes is possible. The problem of distributed source coding (DSC) refers to the scenario in which
the sensor nodes are not allowed to communicate with each other.
Closely related to DSC is the problem of source coding with side information (at the decoder) (SCSI).
Suppose that the m − 1 measurements X2, X3, . . . , Xm are reconstructed at the central node
upon receiving data from the respective m − 1 sensor nodes. Again, the remaining sensor
node is not allowed to communicate with any of them. Then, the decoder has knowledge

about the side information (SI) Y ≜ (X2, X3, . . . , Xm), which is correlated with measurement
X1, but unavailable at the respective sensor node.
Answers to questions regarding the minimum transmission rates needed in the DSC/SCSI
problem for lossless or lossy (i.e. within a certain distortion) reconstruction have been mostly
given and are summarized in the following. Coding schemes achieving these rates have been
also inherently suggested while answering these questions, but they are in practice not useful.
Luckily, more structured coding schemes have been investigated in literature that achieve the
same performance, as described in Section 3.

2.1 Distributed Source Coding
Let X denote the source vector (X1, X2, . . . , Xm). A code of length n and rate (R1, R2, . . . , Rm)
for the DSC problem consists of the following functions:

fi : � n
i →

[

1, 2nRi

]

, i = 1, 2, . . . , m , (1)

g :
m

∏
i=1

[

1, 2nRi

]

→
m

∏
i=1

� n
i . (2)

Its probability of error, once p(x) is known, is defined as

P
(n)
e ≜ P [g ∘ ( f1, f2, . . . , fm) (X

n) ∕= X
n] , (3)
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Fig. 1. Slepian-Wolf coding.

and the rate (R1, R2, . . . , Rm) is said to be achievable if there exist a sequence of codes at rate

(R1, R2, . . . , Rm) such that P
(n)
e → 0 as n → ∞. The achievable rate region is the closure of the

set of achievable rates.
Consider the DSC problem with two encoders (m = 2) shown in Fig. 1(a). The achievable rate
region for this problem (Slepian & Wolf, 1973) is given by

R1 ≥ H(X1∣X2) , (4)

R2 ≥ H(X2∣X1) , (5)

R1 + R2 ≥ H(X1X2) , (6)

and is shown in Fig. 1(b). Each internal point (R1, R2) of this region is shown to be achievable.
In particular it is shown that, among the random partitionings of the elements of � n

i into 2nRi

bins each, there exist at least one such that if

• fi(x
n
i ) reveal the bin to which xn

i belongs, and

• g(j1, j2) returns the tuple1 (xn
1 , xn

2 ) ∈ �
(n)
ε with xn

i belonging to the ji-th bin of � n
i ,

the code defined by these functions has asymptotically a negligible probability of error.
If R1 > H(X1∣X2) and R2 > H(X2∣X1), a coding scheme is indeed given for achieving a sum
rate arbitrarily close to H(X1X2), i.e. to the achievable rate when the two encoders can com-
municate with each other. However, this scheme is not practical because (i) no constructive
procedures are given to find the needed code, and (ii) there is no structure to be exploited in
order to evaluate the functions fi and g without resorting to huge lookup tables. Similar re-
sults can be shown for jointly ergodic sources and for the case with m > 2 (Cover & Thomas,
2006).

2.2 Source Coding with Side Information
Assume that in Fig. 1(a) we have R2 > H(X2). Then, by classical results, the decoder can
already reconstruct X2 without receiving any data from the first encoder. We may then wonder

which is the minimum rate needed for reconstructing X ≜ X1 when the SI Y ≜ X2 is available
at the decoder, as in Fig. 2(a). From the analysis of the DSC problem, it can be inferred that
lossless reconstruction of X is possible at rates over H(X∣Y).

1 More precisely, if there are no tuples or there is more than one that satisfies this property, g assigns a
random tuple to (j1 , j2). Similar strategies are also taken by the “theoretical” algorithms discussed in
the following.
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Fig. 2. Wyner-Ziv coding.

From a broader point of view, it is also interesting to investigate the rates needed for lossy
reconstruction with SI. If �̂ is the set over which the reconstruction X̂ of the source at the
decoder takes values, a (single-letter) distortion function d : � × �̂ → R

+ is usually defined that

is extended to n-dimensional realizations by assuming (with an abuse of notation) d(xn , x̂n) ≜
1
n ∑

n
i=1 d(xi, x̂i).

In the SCSI scenario, a code of length n and rate R consists of the following functions

f : � n →
[

1, 2nR
]

, (7)

g :
[

1, 2nR
]

×�n → �̂ n . (8)

Its distortion, once p(x, y) is known, is defined as

D(n) ≜ E [d (Xn , g ( f (Xn), Yn))] , (9)

and the pair (R, D) is said to be achievable if there exist a sequence of codes at rate R such

that limn→∞ D(n) ≤ D. The rate-distortion region is the closure of the set of these achievable
pairs; the rate-distortion function R∗(D) is the infimum of rates R such that the pair (R, D) is
achievable.
The rate-distortion function for SCSI equals (Wyner & Ziv, 1976)

R∗(D) = min
p(u∣x),p(x̂∣u,y)

I(X; U∣Y) , (10)

where the minimum2 is taken over all variables U and X̂ such that Y → X → U and
X → (U, Y) → X̂ form a Markov chain, and E[d(X, X̂)] ≤ D. It is interesting to note
that the rate-distortion function when both the encoder and the decoder have access to
the SI, i.e. RX∣Y(D) = min I(X; X̂∣Y) where the minimum is over all p(x̂∣x, y) such that

E[d(X, X̂)] ≤ D (Shannon, 1959), can be similarly expressed as

RX∣Y(D) = min
p(u∣x),p(x̂∣u,y)

I(X; X̂∣Y) , (11)

where the minimum is taken under the same conditions of equation (10) (Pradhan et al., 2003).
Since I(X; U∣Y) ≥ I(X; X̂∣Y), in general, R∗(D) ≥ RX∣Y(D), with equality if and only if at

optimality in (11) X → (X̂, Y) → U forms a Markov chain.
The rate loss with respect to the case where also the encoder knows the side information
is investigated in (Zamir, 1996). However, the Gaussian-quadratic scenario is an important

2 The search can be limited to p(x̂∣u, y) = χ{x̂ = h(u, y)}, where h is a deterministic function.

3. Structured Codes for Binning

3.1 Near Lossless Coding
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example in which R∗(D) = RX∣Y(D). In particular, if � = �̂ = R and d(x, x̂) = (x − x̂)2,

there are no losses if (X, Y) ∼ � (Wyner & Ziv, 1976) and also if X = Y + N, with N ∼ �
independent from Y, which in turn can have any distribution (Pradhan et al., 2003).
In SCSI, the coding scheme used in the proof of achievability of all rates over R∗(D) involves

the random generation of a set � of 2nI(X;U) codewords distributed according to ∏
n
i=1 p∗(ui),

where p∗(u) is the marginal of the joint distribution achieving the minimum in (10), and the

random partitioning of them into 2nI(X;U∣Y) bins; each bin contains approximately 2nI(Y;U) ele-

ments. The encoder associates each xn to the element un ∈ � such that (xn, un) ∈ �
(n)
ε

, and
sends the index j of the bin to which un belongs. The decoder looks for the element un in the

j-th bin such that (un, yn) ∈ �
(n)
ε

, and returns x̂i = h∗(ui, yi), where h∗(u, y) is the determin-
istic function achieving the minimum in (10). Note that the bins into which � is partitioned
take the role of good channel codes for the channel between Y and U; in turn, � takes the role
of a good source code, since via the function h it leads to a representation close to the source.
Again, this scheme is practically useless.
In many cases the decoder has perfect knowledge about the SI. One may however wonder if
it is possible to characterize a rate-distortion region assuming that both X1 = X and X2 = Y
are independently encoded at finite rates R1 and R2 and jointly decoded into representations
within distortions D1 and D2, respectively. In the general case, this rate region is currently
still unknown and only inner and outer bounds have been found. Recently, the problem has
been solved for the two-terminal Gaussian-quadratic case. We refer the interested reader to
(Wagner et al., 2008) and to the references therein.

3. Structured Codes for Binning

In practice, in order to achieve the performance claimed by the theory there must exist good
structured codes and feasible algorithms to search for jointly typical codewords over them. Trans-
mission rates involved in the DSC/SCSI problem are also finite. Lossless reconstruction is
therefore possible only when dealing with discrete source alphabets. All practical lossless
coding schemes treat essentially the binary case, that is the most simple; on the other hand,
the binary representation of a discrete r.v. can be always seen as a random vector with (corre-
lated) binary entries. Lossy reconstruction is instead possible with both binary and continuous
(real) variables; the Hamming distance

dH(x, x̂) ≜

{

0 , x = x̂
1 , x ∕= x̂

(12)

and the quadratic distance d(x, x̂) ≜ (x − x̂)2 are normally used as distortion function in the
two cases, respectively. In the following we will review some of the practical coding schemes
recently appeared in the literature for the DSC/SCSI problem.

3.1 Near Lossless Coding
In traditional binary lossless source coding there exist many exactly lossless codes with perfor-
mance close to the Shannon bound. On the other side, practical codes for binary channel coding
with rates close to the Shannon capacity bound, such as the turbo codes (Berrou & Glavieux,
1996), operate in a near lossless regime, i.e. with very low, but not zero, probability of error.
As observed in (Wyner, 1974), the problem of lossless SCSI is indeed a channel coding prob-
lem. Assume that the source and the SI are actually generated from two independent binary

www.intechopen.com



Signal Processing364

sources Y and Z ∼ ℬ(p) as in Fig. 2(b); then, a virtual “correlation” channel exists between Y
and X. This channel is a (memoryless) binary symmetric channel (BSC) for which linear codes and
closest neighbor search algorithms are asymptotically shown to achieve capacity.
Let H be a parity-check matrix of a good (n, k) code � for the virtual channel. The code contains

all binary vectors cn whose syndrome sn−k ≜ Hcn is equal to zero, and partitions � n into
2n−k cosets (bins) of 2k elements; elements in each coset �s have a distinctive syndrome sn−k.

The code � can be used to reliably transmit information at its code rate R� ≜ k/n ≈ C bit
per channel use, where C = 1 − H(Z) is the channel capacity (Cover & Thomas, 2006). The

decoding function is defined by f�(s
n−k) ≜ arg mincn∈�s

dH(cn, 0), and is such that P[ f (HZn) ∕=
Zn] is asymptotically negligible. Then, the code defined by (see equations (7) and (8))

f (xn) = Hxn , (13)

g(sn−k, yn) = yn + f�(s
n−k + Hyn) (14)

is a good near lossless code for the SCSI problem. In fact, its rate is R = (n − k)/n = 1 − R� ≈
H(Z) = H(X∣Y), and

P[g ( f (Xn), Yn) ∕= Xn] = P[Yn + f�(HZn) ∕= Xn] (15)

is asymptotically negligible.
Practically, the capacity of the BSC has been approached by turbo and low density parity check
(LDPC) codes (MacKay, 1999). These codes have been successfully used in SCSI too. The
evaluation of the syndrome in order to perform encoding is straightforward in the case of
LDPC codes and very easy in the case of turbo codes. SCSI approaches based on turbo and
LDPC codes are investigated in, among others, (Liveris et al., 2003; Roumy et al., 2007; Tu
et al., 2005) and in (Liveris et al., 2002), respectively. In all cases the decoding function is very
well approximated by means of iterative algorithms; we will give some more detail on these
algorithms in Section 4.
With reference to Fig. 2(b), if Y ∼ ℬ(1/2), then it turns out that Z is independent from X too,
such that a BSC is indeed also defined by Y = X + Z. SCSI approaches based on systematic
turbo codes use this interpretation to show that if the n − k parity bits relative to each encoded
k-tuple are sent to the decoder, then near lossless performance is achieved since the SI is indeed
a corrupted version of the systematic portion of a codeword (Aaron & Girod, 2002; Garcia-
Frias & Zhao, 2001).
Under the same condition, a coding scheme based on syndromes was also devised for the
two-terminal DSC problem that achieves all rates with the minimum sum rate. Let G and H

be a generator matrix and a parity-check matrix of a good (n, k) code � for the virtual channel

between X2 ≜ Y and X1 ≜ X. Chose two subcodes �1 and �2 of � that admit generator
matrices G1 and G2 constructed by taking k1 ≤ k and the remaining k2 = k − k1 rows of G,
respectively. Each cn ∈ � has a unique factorization into the sum of two codewords belonging
to these two subcodes; denote with πi the function that gives the codeword relative to code

�i. Denote with Hi a parity-check matrix for the code �i, and with ti(s
n−ki

i ) a deterministic
function that gives an n-tuple of �isi

. Define the function

h(sn−k1

1 , sn−k2
2 ) ≜

(

t1(s
n−k1

1 ) + t2(s
n−k2
2 )

)

+ f�

(

H
(

t1(s
n−k1

1 ) + t2(s
n−k2
2 )

))

. (16)

3.2 Lossy Coding
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Then, the code defined by (see equations (1) and (2))

fi(x
n
i ) = Hix

n
i , (17)

gi(s
n−k1

1 , sn−k2
2 ) = ti(s

n−ki

i ) + πi ∘ h(sn−k1

1 , sn−k2
2 ) (18)

has rate that satisfies Ri ≥ (n − k)/n ≈ H(X1∣X2) = H(X2∣X1) and R1 + R2 = (2n − k)/n =
2 − R� ≈ 1 + H(Z) = H(X1X2), and

P[gi ( f1(X
n
1 ), f2(X

n
2 )) ∕= Xn

i ] (19)

is asymptotically negligible. This is a direct consequence of the fact that, if cn
i ∈ �i is such

that ti(Hix
n
i ) = xn

i + cn
i , P[h(H1Xn

1 , H2Xn
2 ) ∕= Cn

1 + Cn
2 ] is asymptotically negligible since

X1 + X2 ∼ ℬ(p).
The scheme outlined above for encoding two sources was devised in (Pradhan & Ramchan-
dran, 2005) and essentially tested using convolutional codes. Convolutional codes are used in
(Pradhan & Ramchandran, 2003) too in the SCSI context. The extension to m ≥ 2 sources is
delineated in (Stanković et al., 2006), and it is shown to be optimal for uniform sources such
that ∑

m
i=1 Xi ∼ ℬ(p); tests conducted with more performing codes (e.g. turbo) show a very

good performance.

3.2 Lossy Coding
In case of reconstruction within a certain distortion, the search for practical SCSI algorithms is
more involved since both a good channel and a good source code are needed. In the seminal
work (Zamir et al., 2002), it is shown that nested linear codes and lattices achieve the theoretical
bounds in the binary-Hamming and in the Gaussian-quadratic case, respectively.
In practice, the suggested coding scheme requires that a fine linear/lattice code �1 is used that
is a good source code for the problem of coding the source without SI. Instead of sending
to the decoder the index of the codeword that is the closest to the actual realization of the
source (as in traditional source coding), the encoder sends the index of the coset to which
this closest codeword belongs. The codewords of �1 are in fact partitioned into cosets once a
coarse linear/lattice subcode �2 ⊂ �1 is defined. If �2 is a good channel code for the virtual
channel between the SI and this closest codeword, then the decoder can reconstruct the latter
with negligible probability of error, as shown in the previous section. From it, and using also
the SI, an estimate of the source is eventually obtained. The theoretical bounds are achieved
because, with good linear/lattice codes, (i) the closest codeword distributes as the variable
Un ∼ ∏

n
i=1 p∗(ui), (ii) at the decoder, once un is reconstructed, the distortion is minimized by

implementing the function h∗(u, y), and (iii) the number of cosets, i.e. the nesting ratio of the
two codes is approximately I(X; U∣Y).
In lossless SCSI the virtual channel considered for channel code design is between Y and X;
here, instead, it is between Y and U. But Y → X → U forms a Markov chain, so the channel
code must be actually more robust; this phenomenon is investigated in detail in (Zamir et al.,
2002) under the name of self-noise.
In particular, in the binary-Hamming case (Z ∼ ℬ(p)) optimality in (10) is achieved by U =
X + Q with Q ∼ ℬ(D) independent from X, and by h∗(u, y) = u (see Fig. 3(a)). In practice,
dithered quantization over a fine code guaranteeing distortion D achieves almost this U (Zamir
& Feder, 1996), but with a coarse channel code that is exponentially good for the BSC U =

Y + Ze, where Ze ≜ Z + Q ∼ ℬ(p ∗ D) with p ∗ D ≜ p(1 − D) + D(1 − p), the recovery of U
from the SI at the decoder is still successful (Zamir et al., 2002).

www.intechopen.com
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Fig. 3. Relations among the random variables involved in lossy SCSI at optimality: Y, Z
and Q are independent Gaussian/Bernoulli random variables. U is not actually “sent” to the
decoder, but rather reconstructed relying on the knowledge of Y.

In the Gaussian-quadratic case (Z ∼ � (0, σ2
z )) optimality in (10) is achieved by U = αX + Q

with Q ∼ � (0, D) independent from X, and by h∗(u, y) = αu + (1 − α2)y; α ≜
√

1 − D/σ2
z <

1 guarantees that (i) h∗(u, y) gives the minimum mean square error estimate of X from Y and
U, and (ii) E[d(X, h∗(U, Y))] = D (see Fig. 3(b)). In this case, dithered quantization of αX over
a fine lattice guaranteeing distortion D achieves essentially this U (Zamir & Feder, 1996)3; if
the coarse sublattice is exponentially good for the additive white Gaussian noise (AWGN) channel

U = αY + Ze, where Ze ≜ αZ+ Q ∼ � (0, σ2
z ), then U can be recovered from αY at the decoder

(Zamir et al., 2002).
The nested coding approach outlined above, for which the existence of good and nested codes
was actually showed in later papers, is surely more practical than random binning; practical
implementations of the Gaussian-quadratic case are indeed investigated in (Liu et al., 2006;
Servetto, 2007). However, there are still practical difficulties in its implementation due to the
fact that good performance is achieved only asymptotically with the length n of the code. In
practice, for finite n recovering of U is possible with the coarse code having a reduced code
rate with respect to the one achieving optimality, not only because the self-noise (Q) actually
introduced is not Bernoulli/Gaussian, but also because the nesting constraint does not permit
to efficiently randomize the channel code. This leads to a rate loss with respect to the achiev-
able rate, or, equivalently, to a distortion gap, which in particular increases for fixed n with the
rate of the SCSI scheme. This phenomenon was observed in (Liu et al., 2006), and a scheme
was proposed in which a second coding stage (based on schemes shown in the previous sec-
tion) on top of nested quantization with finite n is used to losslessly send the coset index
to the SI-aware decoder; the resulting scheme is probably the most performing appeared in
literature.
Other practical schemes for lossy SCSI of continuous sources are based on the observation
that once traditional (vector) quantization produces an index in a discrete domain, lossless
SCSI means could be used to send this index to the decoder. In this way, a good source code
and a good channel code are indeed individually designed. Channel codes that are essentially
based on convolutional codes are used in (Pradhan & Ramchandran, 1999; 2003; 2005); more
performing channel codes are used instead in (Yang et al., 2008), where the problem of lossy
distributed coding of many sources is tackled as well. As a remark, note that even if this
“separated” approach has indeed been shown to be optimal for the two-terminal Gaussian-
quadratic case (Wagner et al., 2008), in general it is not.

3 Note that, if Y ∼ � , U ′ ≜ αU assumes the conditional distribution p(u′∣x) which minimizes I(X; U ′)
under distortion D (Cover & Thomas, 2006).

3.2.1 Superposition Coding
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3.2.1 Superposition Coding
It should be clear that the joint design of good source/channel codes for the lossy SCSI/DSC
problem is very hard. Coding schemes in which optimality is also achieved if the two codes
are designed independently are then preferable since they are more practical. One such
scheme has been proposed and investigated for the dual problem of channel coding with side
information (at the encoder) (CCSI) and is briefly discussed in the following. The SCSI approach
we propose in Section 5 is indeed dual to this approach; more details regarding this duality
can be found in (Cappellari, 2009).
Consider the additive channel X = X̂ + Y + Z, where X̂ is the input to the channel, Y is
an interference known to the encoder (but not to the decoder) and independent from X̂, Z is
an unknown noise independent from X̂ and Y, and X is the channel output. The goal is to
transfer the maximum amount of information to the decoder once a cost constraint is given
to X̂; usually this constraint is given as E[d(0, X̂)] ≤ W where d is a distortion function. A
capacity-cost function C∗(W) is then defined that gives this maximum amount; in particular, it
was evaluated (for the general, non-additive setting) in (Gel’fand & Pinsker, 1980).
A random coding scheme is suggested too as follows. Generate a set � of codewords dis-
tributed according to a suitable distribution ∏

n
i=1 p∗(ui), and partition it into bins; associate

each bin to a different message to be sent. The encoder selects the un in the desired bin such

that (un, yn) ∈ �
(n)
ε and inputs to the channel the codeword x̂i = h∗(ui, yi), for a suitable

choice of h∗ . The decoder looks for the element un in � such that (xn , un) ∈ �
(n)
ε

, and returns
the message corresponding to the bin to which this element belongs. Now, the bins into which
� is partitioned take the role of good source codes, since via the function h a codeword satisfying
the cost constraint can be formed and transmitted; in turn, � takes the role of a good channel
code.
In the additive setting, nested linear codes and lattices exist that achieve optimality both in
case of binary-noise Hamming-cost and in case of Gaussian-noise quadratic-cost, respectively
(Zamir et al., 2002). Nevertheless, optimality is also achieved with a superposition of two in-
dependent codes (Bennatan et al., 2006). In particular, a coarse code �2 which is a good source
code with respect to the distortion constraint W is used by the encoder for selecting the code-
word to be transmitted on the channel. The fine code �1 is generated as the sum of �2 and a
code �0 which is a good channel code with respect to the noise Z, i.e. �1 = �0 + �2. With a
proper generation of �0, �1 is partitioned into bins cn

0 + �2, for cn
0 ∈ �0, i.e. each cn

0 ∈ �0 is
in one-to-one correspondence with a bin of �1. At the encoder the message is then selected
in terms of a cn

0 ∈ �0. At the decoder a codeword of �1 plus some noise is received; upon
decoding this signal over the sum of �0 and �2, the best estimate of cn

0 is declared as the re-
ceived message. Details and implementation of this scheme with practical codes is discussed
in (Bennatan et al., 2006).
In the lossy SCSI problem, let us in principle generate a coarse code �2 which is a good channel
code with respect to the virtual channel between Y and U. Then, we generate �0 as a good
source code for Ze with respect to the distortion D, and obtain the fine code �1 = �0 + �2. In
particular, in the binary case (Z ∼ ℬ(p)) �2 and �0 are codes made of 2nR2 and 2nR0 code-
words with distribution ℬ(1/2) and ℬ(q), respectively. The encoder looks for cn

0 + cn
2 such

that (xn , cn
0 + cn

2 ) ∈ �
(n)
ε and sends the index of cn

0 (in practice, dithered quantization can be
employed); there is an encoder error if dH(xn, cn

0 + cn
2 ) > D.
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R2

R0Rmin

H(X) − H(D)

H(X) − H(D)

H(X) − H(q ∗ D)

H(X) − H(p ∗ D)

Fig. 4. Region in which there are no encoder nor decoder errors.

Theorem 1. The probability of having an encoder error is negligible with n → ∞ if

R2 > H(X)− H(q ∗ D) (20)

R0 + R2 > H(X)− H(D) . (21)

Sketch of proof : Asymptotically, xn takes values on a set of 2nH(X) elements, and for a fixed cn
2 ,

the code �0 + cn
2 covers at most 2nH(q∗D) of them within distortion D. Hence, there must be

at least 2nH(X)−nH(q∗D) codewords in code �2. Then, since each n-tuple approximates at most

2nH(D) elements within Hamming-distortion D, the superposition code must provide at least

2nH(X)−nH(D) codewords. Once we have these two conditions the probability that a typical
(cn

0 + cn
2 ) is within distortion D approaches one. This may be proved with an argument similar

to the one used in the standard proof of the achievability of the rate-distortion function (Cover
& Thomas, 2006). If both given bounds are approached, the test channel between C0 +C2 and X
is such that X = C0 + C2 − Q, with Q ∼ ℬ(D) independent from C0 and C2 (asymptotically);
for rates over the bounds a lower distortion can be achieved.
The decoder looks for cn

2 ∈ �2 such that (cn
0 + cn

2 , yn) ∈ �
(n)
ε

(in practice, a closest neighbor
search is conducted), and reconstructs the source as cn

0 + cn
2 ; there is a decoding error if cn

2
is not correctly recovered. But once cn

0 is known, the equivalent noise between Y and C2 =
Y + Z + Q − C0 is distributed as Ze. Hence, the following holds.

Theorem 2. The probability of having a decoder error is negligible with n → ∞ if

R2 < Cp∗D(W) , (22)

where Cp∗D(W) ≜ H(W ∗ p ∗ D) − H(p ∗ D) = H(X) − H(p ∗ D) is the capacity of the BSC
between Y and U, subject to a Hamming-cost constraint W such that Y + Z + Q distributes as X
(i.e. the balls related to codewords of �2 are packed only over the space in which xn lies).

The closure of the rate region where there are no errors is shown in Fig. 4; it is not empty for
any q such that H(q ∗ D) ≥ H(p ∗ D), and the minimum of R0 approaches the rate-distortion
function R∗(D) = H(p ∗ D)− H(D) for all distortions 0 ≤ D ≤ dC < p (Wyner & Ziv, 1976).
In the Gaussian case (Z ∈ � (0, σ

2
z )), �0 is generated from the distribution � (0, σ

2
q ) and again

the scale factor α =
√

1 − D/σ
2
z is used. If R2 and R0 + R2 are high enough, dithered quan-

tization of αX over the superposition of codes �2 and �0 leads asymptotically to the rela-
tion αX = C0 + C2 − Q, with Q ∼ � (0, D) independent from C0 and C2. At the decoder,
which knows cn

0 , the channel between αY and C2 satisfies C2 = αY + αZ + Q − C0, i.e. it

is Gaussian, with capacity C(W) ≜ (1/2) log(1 + W/(α2
σ

2
z + D)) = (1/2) log(1 + W/σ

2
z )

under the quadratic cost constraint W. There are no decoding errors if the code rate R2 is

4. Practical Iterative Algorithms for Lossless Coding

4.1 Turbo Codes Review and the Parity-Based Approach

www.intechopen.com



Practical Source Coding with Side Information 369

below this capacity, and, again, the best estimate of the source at the decoder can be found
by taking α(c0 + c2) + (1 − α2)y. The minimum achievable rate can be in this case com-
puted with a geometric argument: the goal is to cover the n-dimensional balls related to
codewords of �2 with as least as possible balls of average quadratic-distortion D. But the
quadratic-distortion of the formers cannot be smaller than σ2

z so that the minimum code rate
of code �0, provided that σ2

q + D ≥ σ2
z , equals the rate-distortion function of the SCSI problem

R∗(D) = (1/2) log(σ2
z /D) (Wyner & Ziv, 1976).

Despite in principle the decoder/encoder for a CCSI problem can be used as the en-
coder/decoder of a dual SCSI problem (Pradhan et al., 2003), from a practical point of view
CCSI and SCSI are very different. In CCSI source coding is done at the encoder; the code �2

must be structured such that exhaustive search can be employed in order to perform a closest
neighbor search (e.g. be a trellis code). Channel decoding is done at the decoder, and both
�0 and �2 should be performing channel codes for which a good algorithm approximating
maximum likelihood search exist (e.g. turbo codes). In practice, no penalty is introduced in
having �2 not very good from a channel coding perspective (Bennatan et al., 2006).
In SCSI channel decoding is done at the decoder; �2 should be a performing channel code for
which a good algorithm approximating maximum likelihood search exist (e.g. turbo codes).
Source coding is done at the encoder, and the code �0 + �2 must be structured such that ex-
haustive search can be employed in order to perform a closest neighbor search (e.g. be a trellis
code). Unfortunately, there are currently no algorithms that perform similarly to a closest
neighbor search over good codes for channel coding. Hence, in Section 5 we will actually rely
on convolutional codes �2, paying in this case a penalty with respect to the theoretical bounds.

4. Practical Iterative Algorithms for Lossless Coding

Turbo codes are good practical channel codes, and hence are good tools for lossless (binary)
SCSI. In the following we discuss the utilization of standard and ready-available turbo encod-
ing and decoding algorithms for this problem. Differently from other contributions on this
subject, we use the factor graph-based approach commonly taken in the LDPC-codes-related
literature. For a useful tutorial article on factor graphs and message-passing algorithms, the
reader is referred to (Kschischang et al., 2001). Under a unified formulation, we describe in
principle the cases in which syndromes or parity bits are sent to the decoder, over binary or
non-binary, lossless or lossy transmission channels, with binary or non-binary side informa-
tion; more details can be found in (Cappellari & De Giusti, 2008).

4.1 Turbo Codes Review and the Parity-Based Approach
Turbo codes actually include different kinds of codes. In the most common case (parallel con-
catenated convolutional codes) they are systematic codes: in correspondence of a sequence of Nk
outcomes from X (x) the turbo encoder uses two systematic (n, k) convolutional codes to form
two sequences of parity bits of N(n − k)+ zt bits each4 (p0 and p1), according to the following
algorithm.

1: function TRBENC(x)
2: p0 ← GETPARITY0(x)
3: x′ ← INTERLEAVE(x)

4 The additional zt ≪ N(n − k) bits are emitted while terminating the encoding into the zero state (zero-
tailing).
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4: p1 ← GETPARITY1(x′)
5: return [x, p0, p1]
6: end function

Once x and pi are sent over a channel, they are received as r and ri respectively, and the turbo
decoder aims to maximize prr0r1(x) ∝ lrr0r1(x)p(x).5 The maximum likelihood (ML) decoding
procedure is approximated by a message-passing algorithm on the factor graph of lrr0r1(x). In
particular, lrr0r1(x) factorizes into lr(x)lr0(x)lr1(x), and lri

(x) = ∑pi
χi(pi∣x)lri

(pi), where pi

are the true parity sequences and χi(pi∣x) are the indicator functions that are unitary if and
only if pi is the parity of x (according to the i-th convolutional code, comprehensive of the
interleaver for i = 1). The traditional decoding algorithm operates (on the factor graph of
Fig. 5(a)) as follows, where the function FBAi(⋅) computes the APP function relative to the
i-th convolutional code, assuming q(x) as the prior probability and using the forward-backward
algorithm (Bahl et al., 1974). If the prior probability p(x) is known, it can be absorbed into lr(x)
in order to implement maximum a posteriori probability (MAP) decoding.

1: function TRBDEC(lr(x), lr0(p0), lr1(p1), M)
2: m ← 0, i ← 1, initialize q(x) ⊳ Initialization
3: repeat ⊳ Turbo loop
4: m ← m + 1, i ← 1 − i
5: ap(m)(x) ← FBAi(lr(x), lri

(pi), q(x))

6: q(x) ← ap(m)(x)/[lr(x)q(x)]
7: until m ≥ M
8: return ap(m)(x)
9: end function

The application of turbo codes to the SCSI problem X = Y + Z, with Z ∼ ℬ(p) and Y ∼
ℬ(1/2), is very straightforward. In particular, the parities are sent, and decoding is done
by simply invoking TRBDEC(ly(x), lr0(p0), lr1(p1), M) (Aaron & Girod, 2002; Garcia-Frias &
Zhao, 2001), where ly(x) = pZNk(x − y) takes into account for the virtual channel statistics
(see Fig. 5(a)). In addition, it is possible to jointly decode and estimate p with no performance
loss (Garcia-Frias & Zhao, 2001). Since puncturing (i.e. bit removal) can be employed at the
encoder before transmission (the decoder can take into account this fact by assuming uniform

likelihoods in correspondence of the punctured bits), any rate 0 ≤ R ≤ 2(n−k)
k is achievable.

4.2 Syndrome-Based Approach
A turbo code can be seen as a (N(2n − k) + 2zt , Nk) systematic block code whose generator
matrix is G = [INk∣P0∣P1], where Pi is the Nk × [N(n − k) + zt] parity formation matrix corre-
sponding to the i-th convolutional code (comprehensive of the possible interleaver). If punc-
turing is employed (exclusively on the parity bits), then the equivalent generator matrix is
G′ = [INk∣P

′
0∣P

′
1], where P′

i is the Nk × si matrix obtained removing from Pi the columns
corresponding to the punctured parity bits. Consequently,

H′ =

[

P′T
0 Is0 0s0×s1

P′T
1 0s1×s0 Is1

]

(23)

5 Given two r.v. A and B, the likelihood and a posteriori probability (APP) functions will hereafter be denoted

by la(b) ≜ p(a∣b) and pa(b) ≜ p(b∣a) respectively.
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4.2 Syndrome-Based Approach

xp0 p1

χ0(p0|x) χ1(p1|x)

p(r|x)

p(r0|p0) p(r1|p1)

(a) parity-based approach (with p(r∣x) = p(y∣x))

xx0 x1p0 p1

s0 s1

χ0(p0|x) χ1(p1|x)

p(x|y)p(x0|y0) p(x1|y1)

p(r0|s0) p(r1|s1)

(b) syndrome-based approach

Fig. 5. Factor graphs representing the APP functions in the SCSI problem using turbo codes.

is a parity-check matrix of the turbo code. In correspondence of a sequence of Nk + s0 + s1

outcomes from X (partitioned into the three sub-sequences x, x0, and x1 of length Nk, s0, and
s1 respectively), the syndrome is obtained according to the following algorithm. Eventually,

any rate 0 ≤ R ≤ 2(n−k)
2n−k < 1 bit/sample is achievable; for example, if (2, 1) constituent codes

are employed, 0 ≤ R ≤ 2/3 bit/sample.

1: function SYNENC(x, x0, x1)
2: [x, p0, p1] ← TRBENC(x)
3: for i ← 0, 1 do
4: p ← PUNCTUREi(pi)
5: si ← p + xi

6: end for
7: return [s0, s1]
8: end function

We now directly tackle the problem of optimal MAP syndrome decoding, assuming that si

are sent over a general channel and are received as ri. In particular, the decoding algo-
rithm is derived from examining the factor graph of the APP function pyy0y1r0r1(xx0x1) ∝

pyy0y1 (xx0x1)lr0r1 (xx0x1). But pyy0y1 (xx0x1) factorizes into py(x)py0 (x0)py1 (x1); similarly
lr0r1(xx0x1) = lr0(xx0)lr1(xx1), and lri

(xxi) = ∑si
lri
(si)∑pi

χi(pi∣x)χ{pi+xi=si}, where si and
pi are the true syndrome sequences and the parity sequences from which they are computed
respectively, and χ{pi+xi=si} is the indicator function of the condition in brackets. The corre-
sponding factor graph of the APP function is shown in Fig. 5(b).
This factor graph is an extension without additional cycles of the factor graph relative to the
parity-based approach. MAP decoding can be achieved by reusing the turbo decoding algo-
rithm presented above; in particular, it is only necessary to form the correct input likelihoods
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to the function TRBDEC(⋅) and post-process the output APP function ap(x), for example using
the following algorithm (hard syndrome decoding).6

1: function HSYNDEC(py(x), py0 (x0), py1 (x1), lr0(s0), lr1(s1), M)
2: for i ← 0, 1 do ⊳ Pre-processing
3: li(pi) ← ∑si

lri
(si)∑xi

pyi
(xi)χ{pi+xi=si}

4: end for
5: ap(x) ← TRBDEC(py(x), l0(p0), l1(p1), M)
6: x̂ ← arg maxx ap(x)
7: [x̂, p̂0, p̂1] ← TRBENC(x̂)
8: for i ← 0, 1 do ⊳ Post-processing
9: x̂i ← arg maxxi

pyi
(xi)lri

(p̂i + xi)
10: end for
11: return [x̂, x̂0, x̂1]
12: end function

Using the log-likelihood ratio and the log-APP ratio defined as

la ≜ log
la(1)

la(0)
, pa ≜ log

pa(1)

pa(0)
, (24)

the j-th factor computed by the pre-processing operation (line 3) is li,j = lri,j
∗ pyi,j

, where the

log-likelihood ratio convolution operator is defined as l1 ∗ l2 ≜ log el1+el2

1+el1+l2
. Post-processing (line

9) yields x̂i,j = ri,j + p̂i,j; maximization translates into thresholding.
The thresholding and parity formation operations permit the reutilization of the traditional
turbo algorithms. Nevertheless, they prevent the computation of the correct messages across
the nodes pi, so the hard syndrome decoding algorithm is not optimal. But if a full turbo
decoding function FTRBDEC(⋅) is used that outputs the APP functions ap(pi) for the parity
bits as well, the post-processing can be improved as follows (soft syndrome decoding).

1: function SSYNDEC(py(x), py0 (x0), py1 (x1), lr0(s0), lr1(s1), M)
2: for i ← 0, 1 do ⊳ Pre-processing
3: li(pi) ← ∑si

lri
(si)∑xi

pyi
(xi)χ{pi+xi=si}

4: end for
5: [ap(x), ap(p0), ap(p1)] ← FTRBDEC(py(x), l0(p0), l1(p1), M)
6: for i ← 0, 1 do ⊳ Post-processing

7: ap′(xi) ← ∑si
lri
(si) ∑pi

ap(pi)
li(pi)

χ{pi+xi=si}

8: ap(xi) ← pyi
(xi)ap′(xi)

9: end for
10: return [ap(x), ap(x0), ap(x1)]
11: end function

Now, in order to estimate xi,j thresholding will be applied to apxi,j
= pyi,j

+ lri,j
∗ (appi,j

− li,j),
which is certainly more accurate than before. If the transmission channel is error-free

6 The operations in the pre- and post-processing (that do not involve the punctured parity bits) are writ-
ten in the most general fashion, but in practice they are symbol-wise operations between marginal func-
tions.

4.3 Experimental Results and Comparisons

5. Continuous-Valued Syndromes for Lossy Coding
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(i.e. ∣lri,j
∣ = ∞) it is easy to show that apxi,j

equals appi,j
or −appi,j

if ri,j is 0 or 1 respectively,
because in either case the contributions of pyi,j

and li,j cancel out; then, xi,j can be again esti-
mated by x̂i,j = ri,j + p̂i,j, where p̂i,j is the estimate of the corresponding parity bit obtained
thresholding appi,j

rather than the one obtained invoking the function TRBENC(x̂). On the
contrary, if the TC is not error-free ∣lri,j

∣ < ∞, and hence apxi,j
must be actually computed in

order to correctly estimate xi,j.

4.3 Experimental Results and Comparisons
A virtual channel has been simulated with Y ∼ ℬ(1/2) and Z ∼ ℬ(p), for different values of p;
error-free transmission has been considered for comparison purposes with previous literature
on this subject. Both parity- and syndrome-based approaches have been simulated. The turbo
code uses two identical (n, k) = (2, 1), 16-state, systematic constituent codes with generator

matrix G(D) =
[

1 1+D+D2+D4

1+D3+D4

]

; ⌊LR⌋ parity/syndrome bits are sent in correspondence to

each data frame of L = 216 = 65536 samples. Puncturing is performed such that rates R of 2/3
or 1/2 bit/samples are achieved. 213 = 8192 frames have been generated for each p, such that
the average bit error ratio (BER) is eventually estimated over 229 ≃ 5 ⋅ 108 bits. The decoding
routines TRBDEC and SSYNDEC are set for a number of runs of the FBA algorithm M equal to
40.
Comparisons are given in Fig. 6, in which the BER is shown as a function of H(p). When
R = 2/3, the proposed method 65536-SSYNDEC outperforms the coding performance of the
“SF+ISF” method given in (Tu et al., 2005). Despite the different syndrome formation proce-
dure used in the latter (which does not rely on a standard turbo encoding engine), these two
methods are very similar in the way they work. Hence, it is reasonable to think that the dif-
ferent performance is the result of better coding parameters (i.e. frame length, convolutional
code, interleaver and puncturer). Despite the very large interleaver length, the “Syn. trellis”
method proposed in (Roumy et al., 2007) has very poor performance, which is even worse
than the performance of the parity-based method 65536-TRBDEC. When R = 1/2, the pro-
posed method 65536-SSYNDEC has again a good performance, which are surpassed only by
the LDPC-based systems reported in (Liveris et al., 2002) (which employ a longer frame size)
and by the “P&C trellis” method proposed in (Liveris et al., 2003), which makes use of longer
frames and of different 16-state constituent codes (specifically tailored for heavy data punctur-
ing). Again, despite its smart formulation and very long frame size, the “Syn. trellis” method
(Roumy et al., 2007) has very poor performance.

5. Continuous-Valued Syndromes for Lossy Coding

Traditional (discrete) syndromes of a linear code are good for lossless SCSI. In this section
we discuss a coding method based on continuous-valued syndromes of a lattice for lossy SCSI
of continuous sources with quadratic distortion (Cappellari & Mian, 2006b). This method
embodies the superposition coding approach described in Section 3.2.1.
Consider a lattice Λ ⊂ R

n. Being a subgroup of R
n, it induces the partition of R

n into the
cosets of R

n/Λ. Each coset is uniquely identified by one of its elements; in particular we

assume as coset leader of L ∈ R
n/Λ the element l(L) ≜ arg minλ∈L d(λ, 0). We call continuous-

valued syndrome (CVS) of xn ∈ R
n, relative to Λ, the element sΛ(x

n) ≜ l(L) such that xn ∈

L. If we define the quantizer QΛ(x
n) ≜ arg minλ∈Λ d(xn, λ) (with the further condition λ +

sΛ(x
n) = xn in case of ambiguity), the CVS satisfies sΛ(x

n) = xn − QΛ(x
n).
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Fig. 6. Comparison between different SCSI methods. The label “SF+ISF” refers to the
syndrome-based method in (Tu et al., 2005) (results for two different convolutional codes are
shown); the label “Syn. trellis” refers to the syndrome-based method in (Roumy et al., 2007),
where 16-state constituent codes are employed. The label “Turbo parity” refers to the parity-
based method in (Aaron & Girod, 2002), that uses two (5, 4) 16-state constituent codes. The
label “LDPC” refers to the syndrome-based method in (Liveris et al., 2002) (results relative to
two irregular LDPC codes are shown); the label “P&C trellis” refers to the syndrome-based
method in (Liveris et al., 2003) that uses 16-state constituent codes. The frame length is re-
ported too.

We consider the additive virtual channel X = Y + Z. If P[QΛ(Z
n) ∕= 0] is asymptotically

negligible (i.e. the realizations of Zn lie in the fundamental Voronoi region of Λ), then sΛ(x
n)

permits near lossless reconstruction at the decoder; in fact

xn = yn + zn (1)
= yn + sΛ(z

n)
(2)
= yn + sΛ (sΛ(x

n)+ sΛ(−yn)) , (25)

where (1) holds with high probability and (2) follows from linear properties of the CVS. In
practice, the reconstruction from sΛ(x

n) and yn is obtained by a single quantization as

xn = sΛ(x
n)− QΛ (sΛ(x

n)− yn) . (26)

Of course, we would need a channel with infinite capacity in order to transmit the CVS to
the decoder. Hence, we assume that a quantized version ŝβΛ(x

n) of the syndrome sβΛ(x
n),

such that SβΛ = ŜβΛ − Q with Q independent from ŜβΛ, is actually transmitted by the en-

coder.7 For β ≥ 1, the realizations of Zn and, reasonably, the ones of the error Qn, lie in the
fundamental Voronoi region of βΛ. The reconstruction, according to (25), satisfies

x̃n = yn + sβΛ

(

sβΛ(x
n)+ sβΛ(q

n)+ sβΛ(−yn)
)

= yn + sβΛ (zn + qn) (27)

= xn +
(

qn − QβΛ (zn + qn)
)

≜ xn + (qn + qn
ol) , (28)

7 If the Voronoi regions of βΛ are asymptotically spherical, ŜβΛ and Q exist that are approximately Gaus-
sian.
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Fig. 7. Wyner-Ziv coding using continuous-valued syndromes.

where Qol is the overload error. If Qt ≜ Q + Qol is independent from Y and Z (and the mean
of all random variables is zero), Y → X → X̃ forms a Markov chain, such that the minimum
mean square error linear estimate for X computed at the decoder is eventually given by

X̂ =
σ2

z

σ2
z + σ2

qt

X̃ +
σ2

qt

σ2
z + σ2

qt

Y , (29)

and the achieved distortion D satisfies 1/D = 1/σ2
z + 1/σ2

qt
, where σ2

z ≜ E[Z2] and σ2
qt

≜

E[Q2
t ]. This coding scheme is shown in Fig. 7.

For a fixed transmission rate R the best possible syndrome is sent, and the parameter β is
experimentally tuned in order to minimize the variance of D. In theory, in the Gaussian case
(Z ∼ � (0, σ2

z )) with Λ being a good channel code for the virtual AWGN channel between

Y and X, β = 1/α = 1/
√

1 − D∗(R)/σ2
z guarantees that the rate-distortion function R∗(D)

is achieved (D∗(R) = σ2
z 2−2R is its inverse). In fact, in this case, (i) since the syndrome dis-

tributes uniformly over the fundamental Voronoi region of βΛ and Λ is a good channel code
for the noise Z, SβΛ ∼ � (0, β2σ2

z ), (ii) the minimum distortion in sending the syndrome at

rate R is such that E[Q2] = β2σ2
z 2−2R = β2D∗(R), (iii) since σ2

z + E[Q2] = β2σ2
z and βΛ is a

good channel code for an AWGN of power β2σ2
z , there is no overload error, i.e. σ2

qt
= E[Q2],

(iv) D = σ2
z E[Q2]/(σ2

z + E[Q2]) = E[Q2]/β2 = D∗(R).
A superposition of two codes is indeed used where the coarse code is the lattice code βΛ and
the additive code is the source code used for quantization of SβΛ. The encoder is dual to
the decoder of a multiple access channel problem that operates by interference cancellation: first,
the codeword of the code with the lower code rate (the coarse one) is computed; then, this
is subtracted from the source and the codeword to be transmitted to the decoder is formed
according to the additive code. In practice, since we must be able to conduct an exact closest
neighbor search on the coarse code, it cannot be a very performing channel code, i.e. we must
cope in general with an overload error Qol (which corresponds to having a decoder error, as
defined in Section 3.2.1). The parameter β permits to balance the contributions of the two
errors. The higher is β, the lower is the overload error; but, for fixed transmission rate R, the
higher is β, the higher is the variance of the granular error Q.

5.1 Experimental Results and Comparisons
We simulated the AWGN channel X = Y + Z with a Gaussian input Y ∼ � (0, σ2

y = 1) and

a noise Z with various variances σ2
z . We employ trellis-coded quantization (TCQ) based on the

partition aZ/4aZ for syndrome formation (Marcellin & Fisher, 1990), which defines the lattice
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Λ; the length of each input data frame is n = 1000; a is tuned such that the experimental
second moment per dimension of the Voronoi regions of Λ equals σ2

z . Any suitable source
coding algorithm can be used to code the n-dimensional CVS; again, we employ TCQ, based
on the partition bZ/4bZ and on 8-state trellises. For each rate R, b is tuned such that the
normalized volume of the Voronoi regions induced by this quantizer is 22R times less than the
corresponding parameter of βΛ. Actually, in the following, R denotes the average entropy
for describing the quantized syndrome, measured with the 2-supersets context-based method
proposed in (Marcellin, 1994).
The effect of β2 on the variances of the granular and of the overload error is shown in Fig. 8(a),
for σ2

y /σ2
z = 14.0 dB and at two different target rates. At low β2, the total error (solid curves)

is approximated by the overload error (dashed curves); at high β2, the total error is approxi-
mated by the granular error (dot-dashed curves). The circles indicate the optimum value of
β2 and the corresponding distortion. The optimum β2 does not depend on the variance ratio
σ2

y /σ2
z but only on the coding rate R of the system. In particular, this optimum is shown in

Fig. 8(b) and it is decreasing with the rate. By increasing the number of states of the trellis, Λ

gets closer to a good channel code and consequently β2 decreases; for comparison, the figure
also shows 1/α2, i.e. the lower bound for β2.
The experimental performance loss with respect to the distortion-rate function D∗(R) is shown
in Fig. 9(a). More precisely, the measurements are relative to a CVS-based system in which the
TCQ used for syndrome quantization has been optimized with an algorithm adapted from
(Chou et al., 1989). Similarly to the optimum value of β, the performance loss does not de-
pend on σ2

y /σ2
z ; for each rate, the value shown is the average over the various values of σ2

z

(σ2
y /σ2

z is in the range 9 ÷ 19 dB). The error bars show the average of the 95 % confidence

intervals; for each value of σ2
z the confidence interval is estimated over 5000 independent sim-

ulations. The experiments show that the performance of the proposed system is within 3 ÷ 4
dB from the theoretical bound at rates between 0.5 and 3.0 bit/sample. A comparison is given
in Fig. 9(b) against another practical SCSI system, namely the “DISCUS” system (Pradhan &
Ramchandran, 2003). By simply choosing the right scaling factor a, tuned with respect to σ2

z ,
the proposed system adapts to any correlation and gives the same performance loss, while
the “DISCUS” system should be optimized for different correlations. This would not be an
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Fig. 9. Experimental performance of CVS-based SCSI.

easy task since it would involve the redesign of a source and of a channel code. Moreover,
while only integer rates can be achieved by the “DISCUS” system, any rate can be achieved
by SCSI based on CVS. This can be simply obtained by choosing the right value of b in case of
syndrome coding with TCQ or using another ad-hoc source coding method for transmitting
SβΛ.
The proposed coding method turns out to be competitive with the SCSI methods in which the
channel code component is a convolutional code; in addition, it allows for easy adaptation to
the virtual channel statistics and to the desired transmission rate. More involved decoding
algorithms for the actual case in which the virtual channel is not exactly known, and appli-
cations of this coding scheme in the video coding scenario have been proposed too and are
briefly discussed in the following.

5.2 Iterative Algorithms for Unknown Virtual Channels
The factor graph approach used in Section 4 for lossless SCSI turns out to be useful for op-
timized CVS decoding too, in place of the simple operation given in (26). In particular, in
(Cappellari, 2008) a factor graph-based decoding method is discussed for the case where the
virtual channel statistics is time-varying and not exactly known at the encoder. More precisely,

with the hypothesis of a negligible overload error such that X̃ ≈ Y + Z̃, where Z̃ ≜ Z + Q
is independent from Y, a doubly stochastic hidden Markov model (HMM) (Rabiner, 1989) is as-
sumed for Z̃. The model has L states and the distribution corresponding to the j-th state is the
generalized Gaussian distribution (GGD) �α(µj, σ2

j ). The simulated n-dimensional realizations

of Zn are identified within another HMM with possibly different number of states and state
variances in order to simulate a partial knowledge regarding the virtual channel; this infor-
mation is used by the encoder and transmitted to the decoder (the required bit-rate is taken
into account) for syndrome formation and decoding, respectively.
Since Ŝ = S+ Q (we will omit subscripts for clarity) is with good approximation the syndrome
corresponding to X̃ = X + Q, Y → X̃ → Ŝ forms a Markov chain, and optimal MAP decoding
amounts to maximizing

f (x̃n∣yn, ŝn) ∝ f (x̃n∣yn) f (ŝn∣x̃n) , (30)
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where the terms f (x̃n∣yn) = fZ̃(x̃
n − yn) and f (ŝn∣x̃n) take account of the virtual channel

structure and of the syndrome formation algorithm, respectively. Once we define the hidden

state variables σZ̃
i , the state transition probabilities p

(

σZ̃
i

∣

∣

∣
σZ̃

i−1

)

, and the state probability densities

fZ̃ (a ∣j ) = α/2
√

2Γ(1/α)2
γ2

j

exp

{

−

(

∣a−µj∣
√

2γ2
j

)α}

, with γ2
j ≜ σ2

j Γ (1/α)/2Γ (3/α), fZ̃ is found by

marginalizing

fZ̃

(

zn; σZ̃
)

= p
(

σZ̃
0

)

fZ̃

(

z0

∣

∣

∣
σZ̃

0

) m−1

∏
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p
(
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∣

∣

∣
σZ̃

i−1

)

fZ̃

(

zi

∣

∣

∣
σZ̃

i

)

. (31)

The (TCQ-based) syndrome formation is instead a deterministic transformation, i.e. f (ŝn∣x̃n)
is a Dirac’s delta function that, given x̃n, reveals its syndrome. Equivalently, it is a delta
function that reveals the event {x̃n − ŝn ∈ βΛ}; by introducing the trellis state variables σC

k ,
f (ŝn∣x̃n) is found marginalizing

f
(

ŝn; σC∣x̃n
)

=
m−1

∏
k=0

χ
σC

k

σC
k−1

∑
b∈ℬ

σC
k

σC
k−1

δ (x̃k − ŝk − b) , (32)

where χl
j and ℬl

j are the indicator function and the set of reconstruction values relative to the

transition from state j to l, respectively.
In order to increase the independence between the information about X̃ brought by Y and by
Ŝ, the syndrome formation algorithm is operated on a randomly scrambled version of xn, such
that the actual factor graph used in CVS decoding is similar to the one sketched in Fig. 10. At

the m-th iteration, model messages µ
(m)

Z̃
(x̃i) and code messages µ

(m)
C (x̃k) are exchanged between

the upper and the lower part of the factor-graph and viceversa, until they converge to a fixed
value. The final estimate x̂n for xn is given by

x̂i = arg max
x̃i

f (x̃i∣y
n) f (ŝn∣x̃i) . (33)

We report some experimental results for the case where Y ∼ � (0, σ2
y = 1) and Z is a 3-state

Gaussian Markov process (α = 2). The distortion-rate function obtained with traditional ML
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Fig. 11. Experimental results for factor graph-based CVS decoding; DL(R) is an estimate of
the theoretical distortion-rate function of the considered SCSI problem.

decoding, with MAP decoding (i.e. considering only one iteration in the decoding process),
and with TURBO decoding (i.e. at convergence) are measured. The syndrome is uniformly
quantized and entropy coded for transmission at the decoder; 1000 sequences of n = 1000
samples each are generated. If the encoder has knowledge about the virtual channel statistics
(i.e. the same model is artificially used for hidden state identification8), the TURBO decoding
algorithm does not perform any better than the MAP decoding algorithm, that in turn was
shown to perform like the ML decoding (at least in the Gaussian case). If a single-state HMM
is used for hidden state identification (i.e. the encoder only knows the average variance of Z),
the MAP decoding performs again like the ML decoding, but TURBO decoding leads to about
one order of magnitude less reconstruction errors, which translate into an up to 3 dB decrease
of the mean error variance (see Fig. 11) at bit-rates R = 3 ÷ 4 bit/sample.

5.3 Video Coding Applications
Traditional video coding standards, e.g. H.264/AVC (ITU-T & ISO/IEC: JTC1/SC29/WG11,
2007), are based on predictive coding for exploiting the high temporal correlation between ad-
jacent frames. This implies that (i) the algorithms used during encoding are computationally
heavy with respect to the ones used at the decoder, and (ii) the coded representation is very
sensible to possible packet losses on the transmission channel. To alleviate these problems, in
order to permit effective video encoding and transmission on wireless and battery-operated
devices, several research groups have recently explored SCSI-based methods for video com-
pression. A review on these methods can be found in (Girod et al., 2005).
In practice, a frame is encoded assuming that some adjacent frames are already available as
SI at the decoder. Hence, (i) the encoding algorithm is more light since it does not exploit the
inter-frame correlation, and (ii) packet losses are not so bad as long as several adjacent frames
are stored at the decoder that can be used as SI.
The CVS method has been applied to video coding in (Cappellari, 2007; Cappellari & Mian,
2006a). In particular, it has been tested in both the discrete cosine transform (DCT) and the dis-
crete wavelet transform (DWT) domain. In both cases, every other frame is sent as an intra-frame
(without referencing any adjacent frame); the remaining ones are sent as inter-frames. The
decoder performs motion compensated interpolation for each couple of consecutive intra-frames

8 There may be still uncertainties about the actual hidden states.
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Fig. 12. Scheme of the proposed DWT-domain CVS-based video coding method and perfor-
mance of different video codecs, averaged on the first 100 frames of the sequence foreman
(QCIF resolution) at 25 frames per second (data relative to intra frames are not taken into
account).

in order to construct the SI for decoding the inter-frame between them. In the DCT case, inter-
frames are partitioned into 8× 8 blocks of pixels and the DCT coefficients corresponding to the
lower spatial frequencies of each block form the signal to be coded relying on co-positioned
coefficients of the SI; the remaining coefficients are sent in intra mode. In the DWT case (see
Fig. 12(a)), the DWT coefficients are classified into the classes intra, inter, and skip, for coef-
ficients that are expected to have little, medium and high correlation with the co-positioned
coefficients of the SI, respectively. Intra coefficients are sent in intra mode, no information is
sent for the skip coefficients (the corresponding SI is taken directly as reconstruction), and the
remaining ones form the signal to be coded using SI.
Classification and correlation estimation are in both cases performed using the block-based
MSE between the inter-frame to be coded and the previous one. These estimates are used
for proper TCQ-based syndrome formation and decoding. Syndromes are quantized with an
embedded uniform quantizer, such that quality scalable reconstruction is achieved at the decoder.
The typical performance of the proposed coders is shown in Fig. 12(b) and compared with
results from (Aaron et al., 2004); the average peak signal-to-noise ratio (PSNR) is reported as a
function of the average transmission rate. The DWT-CVS coder outperforms both the DCT-
CVS coder and one of the coders (Ave-I) from (Aaron et al., 2004), while being very close to the
other solution (MC-I). The superiority of this (turbo code-based) method is probably due to
the utilization of a feedback channel between decoder and encoder for estimation of the actual
SI-source correlation. This solution is very good for this purpose, but also highly unpractical
with respect to correlation estimation at the encoder only.

6. Conclusion and Future Research

In this chapter, we presented the SCSI problem and discussed several practical solutions. Our
main contribution is the coding method based on continuous-valued syndromes, which is an
embodiment of the theoretically optimal superposition coding approach. We showed that this
coding method is very practical due to the separation between channel and source coding.

7. References
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6. Conclusion and Future Research

In particular, we showed that it can be quite performing in the actual scenarios, where for
example the actual source-SI correlation is not exactly known and/or very complex, as in the
case of video coding.
In practice, despite its optimality, the superposition coding approach for SCSI suffers some
performance loss because there are currently no efficient algorithms for source coding over
codes with a “random structure”. Indeed, a good channel code should be used as coarse code,
but all good channel codes have this “random structure” (e.g. turbo codes rely on random
interleaving). Convolutional codes are less performing but are still the best ones for which a
good closest neighbor search algorithm exists. In the future, it may be possible that message-
passing algorithms will be developed that permit quantization over sparse codes that are good
for channel coding; some effort in this direction is discussed in (Ciliberti et al., 2005; Martinian
& Yedidia, 2003).
In the near future, we plan to be more concerned with the problem of correlation estimation
in the actual SCSI scenarios. In fact, all SCSI schemes proposed in literature are usually in-
vestigated under the hypothesis of a toy virtual channel Y = X + Z in which the statistics of
Z is known at the encoder and at the decoder. But in practice the source-SI correlation is not
known and is more complex, so that by using these simple assumptions we incur into some
performance degradation. For example, the performance of the SCSI-based video coders is
still under the one of the traditional coders, at least in the scenarios with no losses on the
transmission channel. We hope that our investigative efforts into statistical model aided de-
coding could be eventually used towards improving the efficacy of SCSI-based coding not
only in video coding applications, but also in several other practical cases.
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