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Chapter

Preisach Hysteresis Model — Some
Applications in Electrical
Engineering

Alfredo Bermidez, Dolores Gomez and Pablo Venegas

Abstract

In this chapter we recall the well-known hysteresis Preisach model, widely
employed in the area of magnetism. Some applications of this model in electrical
engineering are also described, with a specific focus on the estimation of
electromagnetic losses in electrical machines, the simulation of magnetization-
demagnetization processes arising in magnetic particle inspection, and the
mathematical modeling of batteries for electric vehicles.

Keywords: magnetic hysteresis, Preisach model, electromagnetic losses,
magnetic particle inspection, batteries for electric vehicles

1. Introduction

Hysteresis is a very complex nonlinear behavior affecting many physical phenom-
ena. Systems affected by this behavior are characterized by the fact that the way they
evolve in response to a stimulus depends not only on the cause of the stimulus, but
also on the preceding states of the system. Thus, the same instantaneous values of the
input can give different outputs depending on the history of the input applied, which
gives rise to a relationship that is not only nonlinear but also multivalued, making it
very difficult to model and control. This memory-based property is found in various
areas of science and engineering such as mechanics, biology, economics and
multiphase flow in porous media or magnetism, among others. It was precisely in the
latter that the term was initially coined since most ferromagnetic materials exhibit
hysteresis [1]. This means that when the material is subjected to the application of a
magnetic field, the magnetic induction reached at each point of the material depends
not only on the intensity of the applied field at a given instant of time, but also on its
previous magnetic history. Despite the difficulties involved in its study, having a good
hysteresis model is essential in a multitude of applications in the field of electrical
engineering; an example of this is the estimation of energy losses in electrical
machines.

The variety of systems with hysteresis is very broad and there is a large amount of
bibliography devoted to hysteresis models in different communities of physicists,
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engineers, and mathematicians, where great efforts have been devoted to their devel-
opment and analysis. As a result, nowadays there are several hysteresis models, rang-
ing from simple to complex, each of them valid in some specific situation; see, e.g., the
monographs and reviews [2-5].

The mathematical approach tries to deal with this phenomenon under a common
mathematical framework, but this is not always possible. We highlight the monograph
by Krasnosel’ski“i and Pokrovski“i [2], who have conceptually introduced the notion
of hysteresis operator and carried out a systematic analysis of its properties. More
recently, research on hysteresis models as well as their coupling with partial differen-
tial equations has been progressing; see, among others, the works by Visintin [5, 6]
and Brokate and Sprekels [7]; from the physical point of view, Mayergoyz [8] and
Bertotti [9] are the classical references.

Hysteresis models can be classified into two main classes according to whether or
not the system response depends on the input velocity. In static or rate-independent
models, output values are not affected by the velocity of the input but only by the
values in the input range and by the order in which these values have been attained.
Consequently, the model cannot reflect the frequency or waveform dependence of the
field. This is a characteristic of the classical hysteresis phenomenon and in this sense
some authors [6] consider hysteresis as a rate-independent memory only. On the
opposite side are the so-called dynamic or rate-dependent models, which account for
the effect of the velocity of changes in the applied input.

The so-called classical Preisach operator [10] is a rate-independent model origi-
nally designed to model hysteresis of ferromagnetic materials which is based on
physical assumptions derived from the concept of magnetic domains [8, 9, 11, 12]. It is
suitable for modeling scalar hysteresis and for this purpose, the magnetic field
strength H is used as the input variable while the magnetization M (or the magnetic
flux density strength, B) acts as the output variable. Its main advantage is the ability to
describe not only the major hysteresis loop, but also inner loops and other complex
characteristics of the magnetization processes. There are several extensions of this
model that consider the rate of change of the stimulus to be able to consider phenom-
ena where this factor influences the magnetization. These are generically referred to
as dynamic Preisach models (see, for instance [13-17]).

Currently, the Preisach-type operators [18] are used not only in the area of mag-
netism, but also to describe hysteresis phenomena in other fields as diverse as fluid
flow in porous media [19], elastoplasticity [20], solid phase transitions [7], shape
memory alloys [21], or biology [22], to name a few.

The mathematical and numerical treatment of PDEs with hysteresis operators is a
challenging issue because, despite the importance of the topic, still few results are
available. Due to the strong interdisciplinary character of hysteresis phenomena, the
interest for their study is continuously increasing in a great variety of applications.
During the last few years, the authors of this chapter have been working on the
mathematical modeling, numerical analysis and computation of PDE hysteresis-
related problems motivated by real applications, with special emphasis on the hyster-
esis of ferromagnetic materials. This work is a survey of previous co-authored studies
[17, 23-25], where we have intended to provide original steps into the mathematical
and numerical treatment of parabolic problems with hysteresis. In all of them, the
Preisach model was considered as hysteresis operator. The problems were addressed
in different aspects: mathematical analysis, numerical methods, until convergence of
approximate solutions and computational results to confirm the theory and to com-
pare with experimental data. The rigorous mathematical framework or the numerical
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analysis are not included here, and we will be concerned with the results obtained for
different industrial problems.

The chapter is organized as follows. In Section 2, we start by recalling the basic
properties of the hysteresis operators. The well-known Preisach hysteresis model, both
in the rate-independent and rate-dependent cases, is introduced in Section 3. Finally, in
Section 4 we show some examples of the applications of the Preisach model in electrical
engineering. These examples include the computation of hysteresis losses, the numeri-
cal simulation of magnetization and demagnetization processes in ferromagnetic work-
pieces and the simulation of batteries for electric vehicles.

2. Hysteresis operators: Basic properties

In this section, we summarize the basic knowledge of scalar hysteresis operators
based on the description given in [6].

Most systems experiencing hysteresis phenomena display hysteresis loops. To illus-
trate this in a simple setting, let us consider a system like the one depicted in Figure 1
(left), whose state is characterized by two time-dependent scalar variables, # and w.
Let us also suppose that « is the independent variable, and thus the evolution of w
depends on u. Such diagrams implicitly show the memory effect inherent to the
hysteresis: at any time ¢ > 0, w(t) depends on the evolution of # in [0, ¢], rather than
only on #(¢). In many cases, not all the information in [0, ¢] is used to compute the
value of w but only the one which has not been wiped-out from the memory (see
Section 3.1). In other words, the state of the system at present time depends on the
previous history of its state. Consequently, the same instantaneous values of the input
can give different outputs and when describing the relation between w and # in the
(u,w) plane a multi-branch nonlinearity appears with branch to branch transitions
(see Figure 1, left).

According to Ref. [6], two main characteristics of hysteresis phenomena can be
distinguished: causality and rate independence. To clarify these concepts, we consider
the (u,w) relation introduced above. Causality means that, at any time ¢, the value of
w(t) only depends on the previous evolution of #, namely, w(t) depends on u|y, ;. On

the other hand, rate independence is translated by the condition that, at any instant ¢,
w(t) depends just on the range of function # : [0,¢] — R and on the order in which the
values of # have been attained. In other words, w is independent of the velocity of u.
An example is given in Figure 1 (right) where it is shown that three different func-
tions # : [0,t] — R lead to the same w — u curve.

A

:V
SV

Figure 1.
Hysteresis loop (left) and rate independence example (vight).
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We notice that, even in the most typical hysteresis phenomena, like plasticity,
ferroelectricity or ferromagnetism, the memory effect is not completely rate-
independent, since viscous-type effects are coupled with hysteresis. However, in the
applications presented in the following sections, this effect is neglected, so that the
rate-independent component prevails.

To provide a functional setting for hysteresis operators, we first notice that, at any
instant £, w(¢) will depend not only on the previous evolution of # (i.e., on uo ), but

also on the “initial state” of the system. Due to the memory dependence of hysteresis
processes, additional information is needed to make up for the lack of history when the
process begins. This initial information must represent the “history” of the function u
before t = 0. Hence, not only the standard initial value (#(0),w(0)) must be provided.
In general, a variable £ containing all the information about the “initial state” is consid-
ered. This can be expressed, for instance, as follows:

(u, &) = w = F(u,§). (1)

In the case of partial differential equations, it is necessary to define an operator F
acting between suitable function spaces involving the space variable. Let Q be an
open subset of RN (N >1); given a hysteresis operator F, we introduce, for any
u: Q x [0,T] — Rand any & : Q — Y, with Y a suitable space, the correspon-
ding space dependent operator F as follows (see [23] for a rigorous mathematical
setting)

A

I (u, &), ):=[F(u(x, ), Ex))] (£),  Ve€[0,T), ae. in Q. @)

We notice that operator F is local in space, i.e., the output [F(«, £)](x,t) depends
on u(x, -)| > but not on u(y, )| o 4 fory # x.

The general setting that we have discussed so far, and the majority of the hysteresis
models proposed in the literature, are scalar. Thus, they can be applied only to model
unidirectional inputs. However, in many applications, the hysteresis is characterized
by a vector input %(¢) and vector output F (u,t); thus, vector hysteresis is encoun-
tered. This is the case, for instance, of electric devices such as actuators, transformers,
or rotating machines in which the direction of the magnetic field is apriori unknown.
The properties of vector hysteresis are often very different from the properties of
scalar hysteresis, and the derivation of a general model of vector hysteresis remains an

open question. Useful references on vector hysteresis models and their features are
given in [12, 26-30].

3. The Preisach hysteresis model

The Preisach model [31] is the most common and probably the most important
model to represent magnetic hysteresis phenomenona in the literature. It was origi-
nally proposed by the physicist F. Preisach [10] in 1935 in the context of ferromagne-
tism and later the formalism was more broadly generalized to describe hysteretic
behaviors in different fields [6, 8]. Nowadays, it is recognized as a fundamental tool
for describing hysteretic systems with complex behaviors.

To describe the hysteresis, the classical Preisach model assumes that each particle
of the material has an associated elementary hysteresis operator, called relay operator,
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which characterizes its state. Thus, the system can be modeled as a sum of elementary
relays, whose calculation can be performed in parallel, weighted by a distribution
function y, called Preisach density function, determining, in a certain sense, the local
influence of each relay on the global model. Then, the relationship between the input
u(t) and the output w(z) is given by means of the integral:

w(t) = jj oo (8, E) (1, p2) dpr s, 3)
P22p1

where p is the weight function, ¢ contains the information about the “initial state” of
every point of the domain and 7, , is the relay. The function y is a non-negative
function with compact support in the Preisach half-plane with p; > p, that identifies
the system. In practice, it can be analytically approximated by, e.g., Lorentzian or
Gaussian distributions (see [9]) or, as it will be explained in Section 3.3, estimated
from experimental measurements using the so-called Everett function (see [8]).
Depending on the properties of these relays and the relationships between them, two
types of Preisach models are defined: the classical (or static) Preisach model based on
the rate-independent relay, and the dynamic Preisach model introduced in [14] based
on the dynamic relay.

3.1 The static or rate-independent scalar Preisach operator

In this model, the elementary relay operator is represented by a rectangular loop in
the input—output plane with “up” and “down” switching values (see Figure 2 for an
example). Each elemental relay, here denoted by %,, is associated to a point
p:=(p1, p,) €R?, with p; <p,, and, for any p, it has two states: “up” (h, = 1) and
“down” (h, = —1) and two switching thresholds: p, is the switch-up threshold, and p,
is the switch-down one.

Formally, for any continuous function # € C([0, T|) and initial condition
£e{1, -1}, h,(u, ) is a real function defined in the time interval [0, T] such that,

~1 if u(0)<py,
hy(u,8)(0)=q & if py<u(0)<p,, (4)
1 if u(0)>p,.

A
hy

1 -

A
s

Py

Figure 2.
Scalar relay.
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Then, for any ¢ € (0, T], we consider the set X, (t):={r € (0,¢] : u(z) = p; or p,}.
This set keeps account of the previous time instants in which u presents the thresholds
p1 or p,. Next, we define

hy(u,8)(0) if X,(2) = @,
hy(u,&)(t):= -1 ifX,(t) #@ and wu(maxX,(t)) = pq, (5)
1 itX,t) #@ and wu(maxX,(t)) = p,.

If u(0) = 0, then the following initial condition can be considered

-1 ifp;+p,>0,

b oO)={ ] 0 ©

When working with ferromagnetic materials, this initial configuration results in
zero magnetic induction; thus, the material is often said to be “demagnetized” or in a
“virginal” state. We remark that, in this situation, %, can only take values +1 and it
changes instantaneously from its last value depending on the previous evolution of the
system; more precisely, when u reaches the threshold p, from below, it “switches-up”
to value 1, and when it attains p, from above, it “switches-down” to —1. Therefore, £,
is not a local in time mapping: %, (u, £,) (t) not only depends on «(z) but on its past
history. The classical Preisach operator F is then defined as

w@ﬂﬂ%ﬂ@zL%%WN@WWn %

where we recall that variable £(p) contains all the information of the initial state at
each point of the system and p > 0 denotes the density function.
The integral in (7) is calculated in the so-called Preisach triangle (see Figure 3, right):

T={p = (p1,p2) ER* : =pg <p1<pr<po}> (8)

being (—pg, po) the thresholds setting the minimum and maximum values of «(t). By
using this triangle, it is possible to provide a geometric interpretation of the Preisach
operator. The following is a summary of the most important aspects. For an extended
description, the reader can consult Refs. [8, 23]. For a given u € C([0, T]) and any time ¢,
the triangle is split into two sets (one of them possibly empty): S/ (¢) and S, (¢)

u b P2 A
Poq

U1
ug |- -
us

) g-

w3 w

uz

- U .
<4

Uy Ug 1

y
Figure 3.

An arbitrary input u(t) (left) and its corvesponding map on the Preisach triangle (vight).
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P2 A P2 A
To@)| o o] o
I‘A/L() 500 1= p2 Iﬁ/\_(li Si® pr = pa
Sh(t) : 02 = u(t)--- T TT

Figure 4.
Staircase line L, (t) moving right to left (left) and moving up (vight).

containing the points (p4, p,) for which the associated relays /,(«) are positive or
negative, respectively, i.e.,

S,t)={peT : [h,(u)](t)=—-1} and S,(t)={peT: [h,w)]r) =1} (9)

(see Figure 3). The interface L, (t) between the two sets is a staircase line with vertices
having coordinates (p4, p,) respectively coinciding with the local minimum and max-
imum values of  at previous time instants. At time ¢, L, (¢) intersects the line p; = p,
at (u(t),u(t)). L,(t) moves up as u(t) increases and from right to left as u(t) decreases
(see Figure 4).

Then, the Preisach operator (7) can be equivalently expressed as

w(t) = J p(p)dp — J plp)dp = 2J p(p)dp — J r(p)dp, (10)
HO) S, (t) O T

which can be readily calculated once S (¢) is obtained. Since the second integral in
(10) is constant in time, the computation of the output w(t) depends on the effective
computation of the first integral.

From (10), is clear that w(t) depends on the shape of the interface L,(t) and the
latter is determined by the extremal values of u(t), at previous instants of time. Notice
that not all extremal input values are needed. In fact, considering the dependence on
L,(z), the Preisach operator exhibits a wiping-out property. This means that every time
the input reaches a local maximum u(t), L, (t) erases (“wipes out”) the previous
vertices of the staircase having a p, value lower than the value %(¢). Similarly, when an
input reaches a local minimum #(t), the memory curve wipes out all previous vertices
with a p; greater than the value of u(t). Therefore, only dominant extreme values
contribute to the model, while all the other local extreme of the input are eliminated.
Figure 3 illustrates this in a particular case.

From the description above, we conclude that three basic steps characterize the
model application:

* Identification, from experimental data, of the Preisach density p or a suitable
auxiliary function.

o At each time step the set S (¢) has to be characterized from the local maxima and
minima of the input . This allows us to update the memory state of the system.
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e The value of w(¢) is obtained by computing the integral of p in the domain S} (¢).

The first and third steps, namely, the identification of the Preisach function and
the output calculation are difficult issues. To obtain an efficient procedure for the
computation of w(t), we use, as usual, the so-called Everett function identified with
the First-Order Reversal Curves (FORC).

3.2 The dynamic or rate-dependent Preisach operator

In [14, 32], Bertotti introduces a rate-dependent generalization of the classical
Preisach model, aiming to take into account the rate of change of the input «. This new
operator, termed as dynamic Preisach operator, overcomes some limitations of the
classical model, in particular, the fact that the frequency of the input was not reflected
in the shape of the hysteresis diagram.

Contrary to the classical relay operator, where only the two states &1 are possible,
the dynamic relay can attain all the intermediate values in the interval [-1,1],
switching at a finite velocity which is assumed to be proportional to the difference
between u%(t) and the threshold values p; and p, (see Figure 5, right panel). The
proportionality factor is a parameter k depending on the material.

In a formal manner, and inspired by [14], for a fixed p = (py,p,) ER?, p; <p,, we
define the dynamic relay operator 5, such that, for any # and { € [-1,1], 1, (%, §) :

[0, T| — [—1,1] is the unique function y such that y(¢) € [-1, 1] be the solution of the
(nonlinear) Cauchy problem:

(k(u(t) —py)" —k(u(t) —py) i —1<y(t) <1,

4 0 it y(t) =—-1 and u(z) <p,,

D) = Fley(0)y={ k() —p) if () =1 and u(t)2p,, (11)
k(u(t) —py) if () =1 and u(t) <py,
L 0 if y(z)=1 and u(t) >py,

y(0) =¢. (12)

In the expressions above, the standard notations x* = max {x,0} and x~ =
max {—x, 0}, have been used; thus x = x* — x~. We remark that in this dynamic
model the initial state £ can attain all the values in the interval [—1, 1]. Moreover,

dn,
1 dt
0.5
—_—
| L R —
0.5/
-1
0 o1 0 0% 00k 005 T35 10 50 0 50 100 150
A
Figure 5.
Input function u(t) = 150sin (2aft) (left) for a fixed frequency f = 20 Hz. A dynamic relay and its slope are
presented for switching values (p,,p,) = (50, 100) and initial state £ = —1. The center panel shows the velay with

slope k = 50 whereas the right panel shows the corvesponding diagram (u, o,/ 6t). Black arrows represent
increasing values of u while blue arrows represent decreasing values.
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definition (11) is consistent with that given in [2] because cases third and fourth in
(11) cannot occur. Nevertheless, if one wants to perform a proper mathematical
analysis, all cases must be considered. This mathematical analysis is out of the scope of

the chapter; the interested readers are referred to reference [17].

Next, we consider two examples aiming to give an idea of the dynamic curve
(u(t),y(t)). For the first one, illustrated in Figure 5, a sinusoidal input u(t) =
150 sin (2xft) is considered for frequency f = 20 Hz and initial condition £ = —1.

This figure also shows the curve (u(t),y(t)) parameterized with respect to the
time variable when the relay 7, is characterized by switching values (pq, p,) =

(50,100) and slope k = 50. The right panel shows the slope d7,/dt, which
represents Eq. (11). From the diagram it can be seen that when 7, reaches value 1 or
—1, the derivative is again equal to zero, as in the interval between switching

values (p4, p,). The second example, illustrated in Figure 6, shows the dynamic

relay when different frequencies of the input and slopes k are considered. From

the center panel, it can be seen that the dynamic relay is rate-dependent. On the

other and, the right panel shows curve (u(t), y(t)) for slopes k = 10* (dash-dotted

line), £ = 10* (dashed line) and k& = 10® (solid line). Notice that the solid line is

an approximation to the discontinuous static relay of the classical Preisach model (see

Figure 2).
From previous considerations, the dynamic Preisach operator Fp can be defined as

w(t) = [Fo(u,&))(t) = jT [0, £(0))] @) (o) dp. (13)

i
i
I 0.5]
i

f
-0.5f | .
i i /
/

-0. i /
] —— = B | Y =
-50 0 50 100 150 200 250

50 100 150 200 250

Figure 6.
to the dynamic velays with k = 50 and initial state £ = —1 for frequencies f=50, 500, 5000 Hz (dashed, dash-

dotted and solid line, respectively). On the right panel, the (u,y) curve is depicted for f= 5000 Hz and k =

102, 104, 10% (dash-dotted, dashed and solid line), respectively.

On the left panel, input function u(t) = 150sin (2zft) + 75. The center graph shows the (u,y) curve corresponding

300
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200 hig=1
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Figure 7.
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with k = 50 and the classical velay h,, at t = 0.003 (center) and t = 0.0045 (right).

9

Input function u(t) (left) defined in [0, 0.0045]. The isolines represent the corresponding dynamic relay values 1,
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Notice that, if 5, is replaced by £, the classical, rate-independent, Preisach model is
obtained. Figure 7 shows the classical and dynamic relay configurations with respect
to the input . The Preisach triangle is characterized by p, = 300, a constant & = 50
and the demagnetized state as initial condition.

3.3 Computation of the Preisach operator based on Everett function

In [8], Mayergoyz developed an approach for the computation of the Preisach
model that does not require the Preisach density function p but the Everett function,
which describes the effect of p on the hysteresis operator. The Everett function is
obtained from the First-Order Reversal curves by a procedure described below. A
FORC diagram is generated from a class of minor hysteresis loops referred to as first-
order reversal curves. A FORC branch F, is associated to the threshold p). The input u

rises up from the “reset” state (every relay is in the “down” state, i.e., S, () = 7 and
u = —py). The output value in the p) point is called w,, (inversion point). Then, « is
brought back to —p,. The branch F,, is drawn by taking the output value w,; ,; for any

value u = py as is shown in Figure 8 (left). The branch ends for u = —p,, when
S, (t) = 7. The Everett function is defined in [8] as.

Uu

Wy — Wy
S (14
which is half of the output variation along the FORC branch starting in p). The Everett
function and the Preisach function are related by the following integral:

E(p1,p;) = J plp)dp  V(p,p,) €T, (15)
T (p1:02)

where the integration domain 7 (py, p,) is the triangle highlighted in Figure 8 (right).
It should be noted that the integral on the triangle 7 (p;, p,) is a function of its upper-
left corner and that E(p4, p,) = 0 if p; = p, (7 (p1, p,) degenerates in a single point).
The introduction of the Everett integral simplifies the computation of the first integral
on the right hand side of (10). First of all, we subdivide S; (¢) into k trapezoids Q,(¢)
so that S} = U,Q,. Moreover, each trapezoid can be represented as the set difference
of two triangles 7 (my_1,M},) and 7T (my, My):

P2 A
w, A,
l, 2
3 P2
U | 4
/ /
| T (o}, pb)
SeE ¢ A P u - - -
," P1 1
- v
v

Figure 8.
Left — First ovder veversal curves (solid line) and major loop (dashed line). Right — Triangle T (p,, p, ).
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J plp)dp = J pp)dp — J p(p)dp. (16)
Qi (2) T (mp—1,Mp) T (my,My,)

Taking into account that the integral on a generic triangle 7 (p;, p,) can be
expressed by (15), the Preisach integral (10) becomes

w(t) = 2Z(E(mk—1’Mk> - E(mk,Mk)> - E(—Po’ﬂo)a (17)
k=1

where E(—pg,po) = J;p(p)dp. Form the previous procedure we obtain the following
results. First, the output can be computed by using a simple linear combination of the
E values in the memory state points represented by the vertices on S;. Second, the
value of the Preisach density p is not required, since the identification of E in the
domain 7 is sufficient to apply the model. The identification of E is simple and it is

defined by a repeatable and reliable procedure based on experimental data (FORC
branch).

4. Some applications of the hysteresis modeling in electrical engineering

In this section we present some applications of hysteresis modeling in electrical
engineering. The first two are motivated by the hysteresis observed when modeling
the BH curve of a ferromagnetic material. The third one has to do with the hysteresis
present in the State of Charge (SoC)-Open Circuit Voltage (OCV) mapping of Li-ion
batteries.

4.1 Hysteresis power losses computation

For the performance analysis of electrical machines, an important factor to be
considered is the power losses that occur in the ferromagnetic materials that make up
the core of the machine. These losses, usually known as iron losses, can generally be
divided into eddy current, hysteresis and excess losses. Eddy current losses are resis-
tive losses due to the currents induced in the magnetic material by the time varying
magnetic induction; its magnitude strongly depend on the size of the continuous
conductive regions. That is why the core of the machine is usually assembled from
thin steel sheets, insulated from each other by a non-conductive coating on the
surface.

The hysteresis and excess losses are essentially related to the microscopic proper-
ties of ferromagnetic materials. These consist of small magnetic domains, which tend
to align along the external (time - varying) applied magnetic field. As a consequence
of the molecular friction produced in this continuous movement, heat losses, generally
referred to as magnetic hysteresis losses, are produced. Given a material point x, the
density of hysteresis losses in the time interval [t1,;] can be computed from the
integral:

2 0B
L > (x,2) - H(x,t)dt. (18)

11
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Nevertheless, these losses are especially difficult to compute, since for ferromag-
netic materials, the magnetic induction in each point depends on the intensity of the
present magnetic field to which it is exposed, and also on previous exposures to
magnetic field intensity of each volume element. This causes differences in the mag-
netization curve under increasing and decreasing fields; therefore, hysteresis loops
arise as the one illustrated in Figure 9 (left).

In the literature there are several simplified analytical expressions that are used to
approximate the different components of the losses, such as those proposed by Bertotti
[14], which are among the most widely used. However, the assumptions under which it
is possible to apply these formulas are not met in most practical situations. In this
context, numerical simulation is a viable option to overcome these limitations.

As an example, we consider an application consisting of the computation of hys-
teresis and eddy current losses in a laminated medium with toroidal geometry, as
sketched in Figure 9. It consists of N circular sheets of rectangular section of thickness
d surrounded by a coil. We denote by Ry and R; the internal and external radius of the
core, respectively. We will assume that the coil is infinitely thin so that it can be
modeled as a surface current density (A/m).

As shown in [24], in this situation, it is possible to reduce the computational
domain to the meridian section of one single sheet for which it is necessary to derive
appropriate boundary conditions. More precisely, the axisymmetric transient eddy
current problem to be solved reads:

Find H(r,z,t) and B(r,z,t) such that

B0 (L0H) 0 (1) o oo,
ot or\or or oz \o 0z

B(r,z,t) = po(H(r,2,t) + [Fs(H, &)|(r,2,t)) in Qx (0,T), (20)

H(r,z,t) =h(r,z,t) on I x (0,T), (21)

B(r,t,0) = Byo(r,2z) in Q, (22)

where Q = [Ry,R,| x [0,d], T its boundary, and o(r,2,¢),h(r,2,t), {(r,2) and Bo(r,2)
are given functions. We have employed the usual notation: H is the magnetic field, B
the magnetic induction and o the electrical conductivity. Moreover, it can be shown
that (see [24] for details):

; (23)

>
o

~

3

Magnetic induction B (T)

~500 —400 300 200

=100 0 100 200 300 400 500
Magnetic field H (A/m)

Figure 9.
Toroidal laminated media (left) and its meridian section (center); hysteresis loop measured and approached
(right).
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where I(t) is the current intensity flowing through the coil at time ¢ and 7, denotes the
number of winding turns. In order to model the B-H relation, the classical Preisach
hysteresis operator was employed. The Everett function was approximated from
experimental data. Figure 9 (right) shows a comparison between the B-H hysteresis
curves measured experimentally and those computed from the Everett function thus
assessing the validity of the approximation.

The energy losses can be evaluated by computing the magnetic field and magnetic
induction solutions to (19)—(22) with appropriate numerical techniques, such as
Finite-Difference Time-Domain (FDTD) [33, 34] or Finite-Element method (FEM)
(see, for instance [35-42] where scalar and vector hysteresis models are considered,
respectively). In particular, we have applied the latter and a fixed-point iteration (see
[24], Section 3) and also [43, 44] for different fixed point iteratios applied to hyster-
esis models).

In order to compute the losses, we consider the energy balance in the axisymmetric
setting, which reads [24]:

%) 1 2 12
J <J @Hdt>y dydz+J J WV drdz |dt = J ((VH)|F2 <J B dVdZ))dt.
Q t ot t Q o t1 ot Q

Ly S Ly

(24)

In this expression, the terms Lg, Ly and L represent the eddy current, the
hysteresis and the total losses, respectively. From the numerical point of view, these
losses have been computed (in (J/m?)) as

2
fhe L {JT (24 MMW) dt}, (25)
7d(R5 —R}) | Jo Q o
fhe— L {24 (JT @tht) Vdmfz}, (26)
nd (R — R}) a\Jo o
f(Hz) B, (T) cl cl, ch+cl, ch Total (exp.)*  Error 1(%)®  Error 2(%)°
25 05 991 12623 13614  134.60 121.26 1227 11.00
09 3277 26950 30227  300.32 300.25 0.67 0.02
14 9137 58573 67710  676.60 638.93 5.97 5.90
150 05 4825 14610 19434  186.49 167.55 15.10 11.30
09 17853 28228  460.81 457042  459.16 0.36 0.46
14 50640 58819 109458 109570  1090.18 0.40 0.51

“Total losses computed experimentally.
YRelative error between experimental losses and L) + L.
“Relative error between experimental losses and L.

Table 1.
Total losses. Numerical versus experimental vesults (J/m3).
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1

T d
Yy —— J RH (—J B, drd )dt}. 27

The measurements reported in Table 1 were performed on an Epstein frame
considering a material sheet of width 30 mm and thickness 0.5 mm. The sheet is
subjected to sinusoidal flux excitation with peak induction levels B,, equal to 0.5, 0.9
and 1.4 T and frequencies f equal to 25 and 150 Hz. For each of these peak levels and
frequencies, the physical measurements were the total electromagnetic losses per
cycle and unit volume and the magnetic field on the boundary of the sheet.

The following geometrical data were considered to simulate the experimental setting
with our axisymmetric model: R; = 100 m, R, = 100.3 m,d = 0.0005m, ¢ =
4064777 (Ohm/m) L. Table 1 summarizes the results obtained for different frequen-
cies and magnetic induction peak levels. Let us recall that equality Lg + Ly = Lt

holds at the continuous level and thus, the difference among the losses £} + £% and

L% (columns 6 and 7 in Table 1) is due to numerical approximation of the axisym-
metric model.

This table shows that the computed losses are close to the losses measured in
the experiments. The largest differences are obtained for B,, = 0.5 T and are probably
due to the fact that our Everett function is unable to generate accurate B-H cycles for
“small” values of B (see Figure 9, right), making the numerical approximation of the
hysteresis losses more inaccurate. These discrepancies can be explained by the con-
gruency properties of the classical Preisach model which states that B-H cycles between
two fixed extreme magnetic fields H are independent of the induction level B. To
avoid these discrepancies, a Moving Preisach hysteresis model can be applied. In this
model the congruency property of minor loops is relaxed and it is expected to repro-
duce lower symmetric hysteresis loops (see [12]).

4.2 Hysteresis modeling in magnetic inspection particle processes

The technique known as Magnetic Particle Inspection (usually MPI for its acronym
in English) is a non-destructive method for detecting flaws located on or near the
surface of ferromagnetic parts. It exploits the fact that when a ferromagnetic sample is
exposed to the influence of a magnetic field, the induced magnetic flux density accu-
mulates inside the material. Then, if there is a crack, the magnetic field will be distorted,
causing local magnetic leakage around the defect. Therefore, if fluorescent magnetic
particles are sprayed on the magnetized sheet, they will concentrate on the cracks and
produce deposits that are easy to identify under ultraviolet light. The purpose of MPI is
to find faults in any direction. Because the breakings are easier to detect when
orientated perpendicular to the specimen’s magnetic field, it is common to apply the

Figure 10.
Field lines in circular (left) and longitudinal (center) magnetization. Computational domain used in tests (vight).
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magnetization in two orthogonal orientations, such as circular and longitudinal orienta-
tion (see Figure 10, left). Most times, after inspection, the workpieces must be
demagnetized since residual magnetism could interfere with later processing.

In [25], the authors introduced two models for the numerical simulation of
the entire magnetization and demagnetization procedures entailed in an MPI test. In
particular, the remanent flux density in specimens with cylindrical symmetry is com-
puted. The method is based on scalar models that include magnetic hysteresis and is
carried out in three steps: long-term magnetization, circular magnetization and final
demagnetization. To achieve circular magnetization (and demagnetization), the work-
piece is clamped between two electrical contacts between which an electric current is
circulated (see Figure 10). For modeling purposes, all fields are assumed to be -
independent. It is also assumed that the current density has the form J(x,¢) =
J.(r,2,t)e;, that is, that it traverses the piece along its axial direction. Consequently, the
magnetic field stands H(x,t) = Hy(7,%2,t)ey. As proven in [25], the problem can be
spatially reduced to the meridional section € of the workpiece, and reads

%eg—kcurl(gcurl(ngg)) —0 in Qx0T (28)
Hy(0,2,6) =0 on (0,L) x [t0,T], (29)
Hy(Rs(2),2,1) :zﬂg?(z) on (0,L) x [to, T, (30)
%(r,z,t} —0 on (NUDY) x [to, T, (31)

where I'y, I'; denote the boundaries clamped to the electrical contacts, L is the
workpiece length in the axial direction, S, any cross-section transversal to this direc-
tion and Rs(2) its radius. As in previous sections, F is the classical Preisach hysteresis
operator and ¢ the initial magnetization state.

For the longitudinal magnetization and demagnetization processes, the piece is
placed inside a conducting coil carrying an alternating current in the azimuthal direc-
tion (see Figure 10). To avoid the use of a vector hysteresis law, an infinitely thin
conducting surface I's of radius Rs carrying a surface current density Js(x,t) =
Js(r,t)eq is employed to approximate the coil. Let Q. be the part to be inspected, R,
representing its radius; moreover, let us denote Q the air surrounding it which is
assumed to be artificially bounded in the r-direction, R, being its outer radius. Then
problem reduces to (see [25])

0A 0 10
0?0 " (.7'_31 (; a(VAH)’ 5)) =0 in (O,R.) x [to, T}, (32)
0/11290
L(112000) 0 in (RRIURS R x0T, (33
A5(0,6) =0 and % %@A@(Rw,t) —0,¥teto, T, (35)
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Figure 11.
Left — Major hysteresis loop and (blue) and initial magnetization curve (ved). Center — Demagnetizing source.
Right — Circular demagnetization. Remanent flux density at z = 0.2 m vs. radius. Number of cycles comparison.

where Ay denotes the azimuthal of component magnetic vector potential. In
(34) [],_g, represents the jump across the surface r = Rs. Notice that the source

is the surface current density J5 which is equal to the jump of H x n at r = Rs.

It is worth noting that when solving (32)-(35), the effective computation of
the inverse of the hysteresis operator is avoided by using an iterative algorithm of a
fixed point type, based on the properties of the Yosida regularization for maximal
monotone operators (see [45]). Moreover, the fields H and B have only one non-null
component in the ey direction in the circular case, and in the e, direction in the
longitudinal one. This allows using a scalar constitutive law for the nonlinear material,
in both the circular and the longitudinal formulations.

For the sake of brevity, only the numerical results corresponding to the
circular case are included. The ferromagnetic piece is characterized by the
initial magnetization curve and the major hysteresis loop, as shown in Figure 11,
which was obtained by using an artificial weight function p. The magnetization stage
is performed by using a harmonic surface current density on the cylindrical surface I's.
When the source is turned off, the workpiece retains a residual field or remanence. In
order to remove this remanent field, a surface current density on I'; is considered with
amplitude equal to the one used for magnetizing the piece and continuously reversing
while gradually decreasing to zero (see Figure 11). The numerical results give impor-
tant information about the source needed to successfully demagnetize the piece. In
particular, the efficiency of the demagnetization process strongly depends on the
source and the number of cycles. In particular, the greater the number of source
cycles, the better the demagnetization.

4.3 Hysteresis model applied to battery modeling

It is well-known that hysteresis has a significant impact on the ability to monitor
battery performance since it affects the voltage during charging and discharging cycles
for different battery chemistries. Therefore, it must be considered for diagnosis algo-
rithms that use the so-called open circuit voltage (OCV) as a measure of the state of
charge (SoC) of the battery. SoC indicates the residual charge of the battery with
respect to its maximum nominal and it is usually expressed as a percentage of the
battery capacity. Since the SoC provides a measure of the available energy of the
battery, as well as of its instantaneous power capacity, an accurate estimate is important
to monitor battery performance. Unfortunately, it cannot be directly measured but
must be estimated from other battery quantities (see, for instance [46-50], to mention
some recent works). However, the non-linear electrochemical reactions involved in the
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Figure 12.

Measurements along the magjor loop and the approximation given by the Preisach model (left). Experimental inner
loops and approximation of the Preisach model for different SoC values (vight).

battery system, the effects of temperature, aging and, specially, hysteresis effects make
this task especially difficult.

For a battery cell, hysteresis means that the battery cell reaches different OCV values
at the same SoC value and temperature between charge and discharge, depending on
the previous charge—discharge history. In particular, from experiments it is shown that,
after discharging, the OCV always relaxes below the OCV after charging for the same
SoC (see Figure 12, left). As a consequence, the SoC-OCV relation is a bundle of curves
enclosed in a major loop. The loop consists of two SoC-OCV curves obtained by fully
charging and discharging the battery, first to minimum voltage and then to maximum
voltage while recording the battery voltage and accumulated ampere hours, for a com-
plete battery cycle. Minor loops lying inside the major SoC-OCV loop can be obtained
by conducting similar experiments but with partial cycles (see Figure 12, right). A
simple approach is to compute the average of the major loop and to relate the battery’s
OCV with its SoC through this average single-valued curve (see Figure 12, left),
but usually this approximation suffers from significant errors in the real SoC estimation.

Based on the work [51], in this section we consider a Preisach-type hysteresis
model to approximate the SoC-OCV hysteresis loop (see [52-54] for different
approaches to handle hysteresis in batteries). The battery dynamics is modeled by
using an equivalent circuit model (ECM) as extensively used in the literature [55]. In
particular, we consider a general j-th order circuit (see Figure 13 (left) for the case J =
2). It consists of the so-called equivalent series resistance and a number of ] resistor-
capacitor (R;, C;) elements in series. The latter allow us the modeling of the diffusion
voltages and are a good approximation of the so-called Warburg impedance. The
notations employed in the sequel are the usual ones: Q is the maximum charge (or
capacity) of the battery, i(¢) is the current intensity, #(t) the Coulombic efficiency,

Ry R 2500 0.06¢

et —_—
Ry 21‘
Cy C . 2

— — 1
VR, VR,

N]
o
=3
=)
i
o
o

=4
o
s

0.03;
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-
&
(=1
(=]
Resistance[Ohm]

Current[A] Current[A]

Figure 13.
Sketch of the 2RC model and pavameters values.
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Figure 14.
Percentage error in the voltage approximation (left). Measured and computed voltage with ECM and Preisach
model (right).

V(¢) the voltage, z(¢) the SoC, R; the j—th polarization resistance, C; the j—th
polarization capacitance, and v (¢) is the voltage between the ends of the the j-th
resistor R;. Thus, the problem to solve reads:

Given functions O/C\V, i(t) and n(t), constant pavameters Q, Ro, R; and C;, and initial
conditions zo and vy, j =1, ..., ], find functions z(t), V(t) and VR (t), satisfying,

== ar/(t)i(t) (36)

dog. 1 1 ,
5 1) + RGO =gi0 =1 (37)
URj(O) = UR]-,O ] = 1, ,] (38)
Z(O) = Zo (39)
V(t) = OCV(z ZUR — Roi(t) (40)

where function OCV gives the OCV from the state of charge 2.

From a macroscopic standpoint, the SoC-OCV hysteresis relation can be consid-
ered rate-independent; this implies that the OCV depends on the SoC history and not
on the velocity (battery current rate) of SoC. Our aim is now to apply a hysteresis
model to a lithium-iron-phosphate (LFP) cell. It is known that the classical Preisach
operator cannot be directly applied to model the SoC-OCV hysteresis loop. Thus, the
hysteretic behavior is modeled with a modified Preisach operator in which the SoC is
assumed to be the independent variable. In particular we consider

OCV (=(t)) = Lw)p (p)dp + OCVyin (41)

where S; is defined in (9) and OCV,,;, is the minimum OCV value. As usual, the
computation of the hysteretic term in (41) is done by means of the Everett function
instead of the Preisach hysteresis function p. This function is identified from experimen-
tal data considering only the charging SoC-OCV curves of the battery, which is less time
consuming than other approaches proposed in the literature. The SoC-OCV curves com-
puted with the Preisach model (41) are compared with experimental data. The approxi-
mations are reported in Figure 12, where the experimental data and values simulated
with the Preisach model are plotted. From this figure, it can be seen that the model
approximates the measurements of both the major loop and the inner loops.
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Next, we consider a realistic vehicle driving profile to quantify the accuracy of the
ECM with hysteresis. We have solved (36)-(39) and compared the computed voltage
(40) with the experimental values. The values of OCV are obtained with the average open
circuit voltage curve (see Figure 12, left) and with the Preisach hysteresis model (cf.
(41)). Figure 14 shows the results obtained when a second-order circuit model (2RC) is
considered. More precisely, this figure shows, on the left, the measured voltage and on
the right the error between the experimental voltage and the voltage computed with the
average curve (in red) and the Preisach model (in blue), respectively. The result has been
excellent when the Preisach model is considered, having a relative error of 0.4%.

5. Conclusions

In this chapter we summarize some applications of the hysteresis Preisach model in
electrical engineering. First, we have introduced the classical or rate-independent
Preisach hysteresis model and the rate-dependent extension of this model, the so-
called dynamic Preisach model. Moreover, the identification of this operator based on
the Everett function is explained. Finally, we provide some examples of application of
the Preisach model in electrical engineering which highlight the importance of having

a good hysteresis model in those processes that are characterized by this complex
behavior.
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