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Performance evaluation of protocols of
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Zofia Kruczkiewicz
Wroctaw University of Technology, Wybrzeze Wyspiariskiego 27
Poland

1. Introduction

It is aimed at the limitation of the network traffic which is generated during the realization
of protocol in distributed environment of multiagent systems. This paper presents the way
of the decrease of the number and the way of the diminution of the size of messages sent
between agents as the manner of the limitation of the network traffic. Multiagent system can
be employed agents in searching information in distributed databases.

In literature, performance evaluation of the following multi-agent systems: ZEUS (Camacho
et al., 2002), JADE (Camacho et al., 2002), Skeleton Agent (Camacho et al., 2002), Aglets IBM
(Dikaiakos et al., 2001), (Yamamoto & Nakamura, 1999), Concordia (Dikaiakos et al., 2001),
Voyager (Dikaiakos et al., 2001) is presented. When new MAS with performance
requirements is designed then, according to software performance engineering (Smith,
1990), (Smith & Lloyd, 2002), (Wooldridge & Rao, 1999), (Babczyriski et al., 2004),
(Babczyniski et al., 2005) performance requirements have to be considered at each phase of
life cycle.

The paper presents the method of design communication protocols (FIPA00025, 2000),
(FIPA00037, 2000), (Specification of JADE) which based on the limitation of the network
traffic in multiagent systems as the use of dynamic protocols instead of static protocols
embedded in system.

The method consists in assumption that agent communications and semantics based on
Agent Communication Language (ACL), Interaction Protocols etc. (Odell et al., 2001),
(Specification of FIPA), (Specyfication of JADE), (Pautret, 2005-2006). At a basic level, it is
checked syntactic and semantic consistency of received and sent messages (for example, it is
not possible to send an agree message with a content representing an action instead of a
proposition). The behaviour of an agent is based on analyzing incoming messages and on
drawing the conclusion from this analyze. Therefore, the agent semantics consists in setting
up its initial beliefs, the rules for handling its beliefs, the domain-specific actions it is
expected to handle, and in customizing its cooperative abilities. This way of designing
agents of multiagent information retrieval systems will simplify adapting their protocols to
the actual meaning of the exchanged messages. These protocols are named the dynamic
protocols. This semantic adjustment of agent protocols during exchanging messages will
improve the performance of retrieval tasks.
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Each agent is built of components, which analyze the received or sent messages. If it is the

incoming message, the agent chooses the action and communication act with regard to

possibility of minimal loss of performance. It means that an agent sends messages to these
agents who understand the content of messages and they are able to realize instructions of
messages.

The method of the agent components consists in processing six lists of semantic and

interpretation expressions:

e the lists of semantic expressions are FIPA-SL (FIPA00008, 2000), (FIPA00070, 2000)
expressions that represent the sense of the message according to the FIPA-ACL semantics
(FIPA00037, 2000)

e the belief knowledge, uncertainty knowledge and intention knowledge are lists of
expressions that store the beliefs, uncertainties and intentions of the agent. A belief,
uncertainty or intention can be a simple predicate, or a more complex formula;

e the lists of semantic actions store the description of the model components of
communicative act. The reasons for which the act is selected are referred to as the
rational effect (RE) and the conditions that have to be satisfied for the act to be planned
are related to as the feasibility preconditions (FPs) (FIPA00037, 2000). They are
qualifications for the act. Each action is associated to a semantic behaviour that performs
the action;

e the lists of interpretation components perform semantic adjustment of the agent protocol.
Alike just the interpretation algorithm in (Pautret, 2005-2006), the presented interpretation
algorithm of the content of semantic components is based on messages and on internal
events the form of which are SL expressions. It is a loop, which applies all possible
interpretation components to all existing semantic expressions and evaluates the
performance of select dynamic protocols and stops when one of the following conditions
holds:

e the semantic expressions list becomes empty,

e no interpretation components can be further applied to any semantic expression,

¢ the one of the semantic expressions is a false formula (e.g., in the case of inconsistency).

The chapter also presents the performance experiments enabling the comparison the

dynamic protocols.

The paper is organized as follows. In Section 2, the project of multiagent information

retrieval system adapting their protocols to the actual meaning of the exchanged messages is

presented. In Section 3, performance metrics of protocols are defined and the methods of
formation of the dynamic protocols are presented from performance point of view. The
results of simulation experiments are described. Then there are conclusions.

2. System design

This section presents the project of retrieval multiagent system taking benefit from the
semantic dimension of the FIPA-ACL language (FIPA00037, 2000), that applies in systems
for presentation of interaction between agents. Language of agent includes communication
acts so called a message and the grammar (FIPA00008, 2000). The project is done in MaSE
technology (Deloach et al., 2001).
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2.1 Concepts

It takes advantage of MaSE technology for identification of agents. During analysis, in
AgentTool environment of MaSE technology (Deloach et al., 2001), model of goals is built
(fig.1). Goals diagram expresses the mission fulfilled by the system. Then the use cases
model is created, which presents interactions between roles using the sequence diagram
(fig.2, fig.3). In next step of modeling multiagent system, the roles diagram is created,
expressed the roles of system, executable tasks of each role and protocols of interactions
between tasks (fig.4). The plan of each task is modeled by using the statecharts diagram.

The first step of formation of the design model is built the agent template diagram (fig.5).
This diagram is created by the arbitrary choice of agents relate with individual roles they
become tasks of agents - task role. Next, it is possible to generate the design model on base
of the analysis model and the agent diagram, automatically. Diagram of agent architecture is
built of components (fig.6) which represent agent tasks as classes on the design level. The
conversation sends a message to another agent or receives a message from another agent
(fig.7). The statecharts diagram of the task on analysis level is transformed to the statecharts
diagram of the relative component on the design level (fig.8-14). The trigger as the
communication act of the statecharts diagram of the task is transformed to the action as the
conversation of the relative transition of the component statecharts diagram.

The goals diagram of the retrieval multiagent system

1 Main
goal
// “
1.1 1.2 Define 1.3 Semantic 1.4 Action
Interface_messages retrieval tasks analysis realization
/ \ l / “ \
1.1.1 Receiving [| 1.1.2 Sending | |1.2.1 Choice of | |1.3.1 Agent 1.3.2 Message 1.3.3Knowledge | |1.4.1 Activity| | 1.4.2 Message
messages messages negotiation way | | semantic analysis || semantic analysis || camplement realization choice

Fig. 1. The goals diagram

The goals diagram belongs to the analysis model. The Main goal of the retrieval multiagent
system is adapting their protocols to the actual meaning of the exchanged messages because
it is the way of the limitation of the network traffic which is generated during the realization
of protocol in distributed environment of multiagent systems. The Main goal consists of a
few goals of the first level. One of them is an Interface_messages which consists of a goal of
the interface of the Receiving messages and a goal of the interface of Sending messages. The
second goal of the first level is to define the retrieval tasks which include the goal of the
choice of the negotiation way. The third goal of the first level is the Semantic analysis of
communication acts at the point of view of agent properties. It consists of the three
following goals. The Message semantic analysis goal aims at taking better benefit from
semantic dimension of the FIPA-ACL language. The Agent semantic analysis goal takes into
account the belief knowledge, uncertainty knowledge and intention knowledge in choice of
the actions and the communication acts. The third Knowledge complement goal refers to
gathering the knowledge of an agent properties and facts of actions and communicative
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acts. The fourth Action realization goal executes the communicative acts or internal event.
This goal consists of two goals. The first Activity realization goal refers to the realization of
activity of the task. The second Message choice goal deals with the choice of an appropriate
message which would be sent to another agent. This is a choice at a point of view of the
result of the agent action and the retrieval tasks.

The use cases and sequence diagrams of the retrieval multiagent system

The use cases and its sequence diagrams belong to the analysis model, too. The each use
case presents the scenario of the multiagent system. The sequence diagram represents these
interactions of system in a more formal way. The agents of the system fulfil the different
roles. Each role accomplishes a few tasks.

[A_agent_semantics: ] [Ch_actiun: ] D_action : Ch_message M5 interface:

mso_action_kn nw_ahu.t_

mso_action_dane_jn
g = ‘L- msg_actinn_dnne_mﬁtb

so_result_action_know_in
mEo_result_action_know] out

=

|

- mso_sent

Fig. 2. Sequence diagram of sent process of the send use case

The sequence diagram of the send use case (fig.2) represents the scenario of fulfilling the process
of sending communication acts, which is represented by the interactions between the roles of
system over the protocols (fig.4). The A_agent_semantics role sends msg_action_know_out message
by use the Knowledge_complement task of this role. There are two reasons of sending this message.
The first one is the preparing the response of message received from another agent. The second
reason refers to the initiation of the new action of agent.

The received message represents the knowledge of the agent need of activity of system for
searching information. The content of the sent message includes these facts of the agent.
This message is received by the Action_choice task of the Ch_action role. The Action_choice
task choices the proper action which has to be done by the Action_done task of the D_action
role. The Action_choice task choices the action by use the belief, uncertainty and intention
knowledge of the agent. Each agent has itself knowledge.

Then the Action_choice task sends the msg_action_done_in message to the Action_done task of
the D_action role. The received message gives information for executing the action or no
principles for doing anything. Then the Action_done task of the D_action role sends the
msg_action_done_out message to the Message_choice task of the Ch_message role. This task
choices the appropriate message for the result of the Action_done task of the D_action role.
The Message_choice task sends the msg result_action_know_in message to the
Knowledge_complement task of the A_agent_semantics role and receives the
msg_result_action_know_out message with information supporting the choice of the proper
message. At last the Message_choice task sends the chosen msg_sent message to the
Message_sending task of the M_S_interface role.

The process of sending and receiving the msg_in result message to another agent is
presented by the sequence diagram of the receive use case (fig.3) and role diagram (fig.4).
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The Message_sending task of the M_S_interface role of the ag1 agent sends the msg_in message
to the Message_receiving task of the M_R_interface role of the ag2 agent. The next interactions
occur between tasks of roles of the ag2 agent. The message as the communication act of FIPA
ACL language (FIPA00037, 2000) is transformed to FIPA-SL expression (FIPA00008, 2000).
The expression represents the semantics of the message.

Then the msg_sl message is sent to the Message_sem_analysis task of the A_message_semantics
role. The reasons for which the act is selected are referred to as the rational effect (RE). The
conditions that have to be satisfied for the act to be planned are related to as the feasibility
preconditions (FPs). They are qualifications for the act (FIPA00037, 2000). Each action is
associated to a semantic behaviour that performs the action. The msg_know_in message and
the msg know_out messages are sent between the Message_sem_analysis task of the
A_message_semantics role and the Knowledge_complement task of the A_agent_semantics role.

[ M_S_interface : agl J[ M_R_interface : ag? J [A_message_semantica Dage ][ A_agent_semantics ; ag? J

mso_in

- msg_sl

- msg_know_in
mso_know_out

-

Fig. 3. Sequence diagram of receive process of the receive use case
The role diagram of the retrieval multiagent system

The role diagram is the next diagram of the analysis model. The role diagram expresses the
roles of the system, executable tasks of each role and protocols of interactions between tasks
(fig.4). Each agent of the system fulfils a few roles or the one role at least. These roles are
defined at the sequence diagrams. Each role accomplishes different tasks.

The tasks exchange the messages over the protocols. For example, the Message_sem_analysis
task sends the msg_know_in message to the Knowledge_complement task and receives the
msg_know_out message from this task over message_know protocol. They are presented at the
following diagrams: the sequence diagram of receive use case (fig.3), two statecharts
diagrams - the Knowledge_complement task (fig.11) and the Message_sem_analysis task (fig.10),
and the role diagram (fig.4).

i Ch_action
A_message_semantics A_agent_semantics 1
1.3 1.3 1.2
132 133 1.2.1
-‘*____l____*- message_know — ti hoi T
(Message_sem_analysis> Qe "-#:}:{[1DWIedge_cnmplemeﬁj‘:w:ﬁctiDn_chnicn_e::-
A R T T
receiing th_meskage_know action_done

e gand_receive oo e ing e ice -,
-:_}_ﬂ_n_assage_rece|\f|r_]g__.:'-ae——:jg!essage_sendin_g,}im:j@essage_chnicg_ﬁi:—-gessage—chmce WAction_done )

M_R_interface M_S_interface Ch_message D_action
1.1 1.1.2 1.4.2 1.4
111 1.41

Fig. 4. Role diagram of the retrieval multiagent system
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2.2, Design

On the figure 5 there is the Agent Template Diagram. It represents the roles fulfilled by each
agent. The agent is the universal program, which realizes the same tasks by use itself belief,
uncertainty and intention knowledge gathered during the life cycle. Therefore the each
agent has the following features: flexibility in adaptation to environment changes,
possibility of increasing the number of functions, mobile data and programs, etc. The
send_receivel and send_receive2 conversations are used to exchange the messages. The order
of these messages realizes the dynamical protocols. The behaviour of the agents will
simplify adapting their protocols to the actual meaning of the exchanged messages.

Agentt

A_message_semantics
Ch_message

Agentz

A_message_semantics
Ch_rmessage

ﬁsenl:i_receivm

Ch_action Ch_action
A_agent_semantics send_receive? A_agent_semantics
D_action = w1 D_action

M_F_interface
M_5S_interface

M_F_interface
M_S_interface

Fig. 5. Agent template diagram

The fig.6 shows the architecture diagram for each agent, which includes components
transformed from the task of roles fulfilled by the each agent.

Message_receiving

Message_serm_analysis

knowledge_complerment

rmsg_sltpe

msg_intype

M_5S_interface:type
#evaluateimso_in: Ohject;:Object
#Fsend_receive1{M_S_interface:Ohjectivaoid

Message_sending
msg_intype
msg_senttype
W_R_interface:iype
#sl{imsg_sentObjectyOhject
#=zend_receive 2(M_R_interface: Object)void

knowetype

ms1:type
Precandition:type
Fosteondition:type
Fationaleffecttype
msg_know_intype
knowledge:type
msg_know_outiype

Mezsage_choice

meg_result_action_know_intype
meg_action_done_outtype
msg_sentiype
mso_result_action_know_outivpe

Fevaluate_pre ) Object
#Fevaluate_posti):Object
Fevaluate_ref ) .Ohject
Faddknowledge(Condition: Objectyvoid
#knowledged pOhject
Foetknowledgeimsa_know_out Ohject): Object

#evaluatemso_action_done_out:Object): Object

Action_done

rsg_action_done_outtype
msgy_action_dane_in:tpe

msg_know_outtype
msg_know_intype
msg_result_action_know_outtype
meg_result_action_know_intype
msg_action_know_outtype
action:type

state:type

#add{msg:Object). Ohject
#evaluate(state:Objecty: Object

Action_choice

action:type
knowtype
msg_action:type

#choiceimsg_result_action_know_outOhject:Object | [#done{msg_action_done_in:Object):Object #evaluate(msg_action:OhjectObject

Fig. 6. Architecture diagram for each agent

On the figure 7, it is presented statecharts diagrams of the send_receivel and send_receive2
conversations. Each conversation consists of two statecharts diagrams (Deloach et al., 2001),
(Specification of UML): send_receivel or send_receive2 Initiator (the left statechars diagram of
fig.7) and send_receivel or send_receive2 Responder (the right statechars diagram of fig.7).

.—.....ﬂm SU_ING /- @ FSg_ing -'-"'i"‘-'-.l

Fig. 7. Statecharts diagrams of send_receivel or send_receive2 Initiator conversation (the left
statecharts diagram) and Responder conversation (the right statecharts diagram).
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The statecharts diagram of the Message_receiving component (fig.8) represents the actions
executing during the receiving process.

. receive(msg_ind, M_S_interfacelfsend_receivel(M_S_interface)

[ SL_message 1

Fig. 8. Statecharts diagram of Message_receiving component

tmsg_slzevaluate{msg_in} J

The statecharts diagram of the Message_sending component represents the actions executing
during the sending process. The send_receivel and send_receive2 conversations are used as the
action of the transition of the statecharts diagram of the Message_receiving (fig.8) and
Message_sending components (fig.9).

When the agent receives the msg_in message (fig.8), the send_receivel Responder conversation
is created. When the agent wants to send the message (fig.9), the send_receive2 conversation
Initiator is created.

. rrsy_senth

| SL_message ‘

I.-"'i';.__lsen d_receive2(M_F_interface)
= | mso_in= slimsg_sent) ‘

Fig. 9. Statecharts diagram of the Message_sending component

The statecharts diagram of the Message_sem_analysis component (fig.10) presents the process
of interpreting of the received message.

*meg_know_ing \
/ & re_effect
[ A_action Rationaleffect = evaluate_re()
msa) know_outdrknow=true addknowledge(Postcondition)
Lknnwledge = getknowledge(msg_know_out) addknowledge(Precondition)
addknowledogeRationaleffect)
= msg_know_in= knowledge
prrst=true ooedotel g_know_ ged |
F
A_content / A_precondition [ o
|_.'| [ms1==true o A_postcondition
&7 know = false 1 ms1 = false "'L " J
R Posteondition = evaluate_post
Precondition = evaluate_pred —hostd

Py

Fig. 10. Statecharts diagram of Message_sem_analysis component

The Message_sem_analysis component produces the data structure of the semantic
representation handled by the mechanisms of gathering knowledge of the
Knowledge_complement component and interpretation formulas of the following components:
Knowledge_complement, Action choice, Action_done, Message_choice.
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The data structure of the semantic representation defined by the following attributes

represented by the SL formulas that represents the sense of the received message:

* a term that represents the agent of the action;

* the feasibility precondition FP, which represents a condition that must hold for an agent to
be able to perform the action;

* the rational effect RE, which represents a state intended by the agent performing the
action;

* the semantic behaviour, which implements its performance by the agent.

A communication act model of the request act is presented as follows (FIPA00037, 2000):

<i, request (j, a)>
FP: 1
RE: @2
where i is the agent of the act, j the recipient, request the name of the communication act, a
stands for the semantic content or propositional contentl, and ¢1 and ¢2 are propositions.
This notational form is used for brevity, on the formal basis of ACL. The correspondence to
the standard transport syntax (FIPA00070, 2000) adopted above is illustrated by a simple
translation of the above example:
(request

:sender i

:receiver j

:content

a)

FP: FP (a) [i\j] A Bi Agent (j, a) A~ Bilj Done (a)
RE: Done (a)
where FP(a) [i\j] denotes the part of the FPs of a which are mental attitudes of i.

Example 1 (FIPA00037, 2000): Agent i requests j to reserve a ticket for i.
(request
:sender (agent-identifier :name 1)
:receiver (set (agent-identifier :name j))
:content
"((action (agent-identifier :name j)
(reserve-ticket LHR MUC 27-sept-97) ))"
:protocol fipa-request
:language fipa-sl
:reply-with order567)

The Knowledge_complement component (fig.11) stores facts believed by the agent and
uncertain and intentional facts for this agent, according to the specific application domain.
These facts are defined as SL semantic formulas. The Knowledge_complement component can
only store and retrieve facts without actually interpreting their meaning. For instance, if an
empty component is informed that (ac12345 100) there are 100 pounds in its ac12345
account, then agent j will correctly answer a Request-When message about (Done (reserve-
ticket LHR MUC 27-sept-97, ac12345 100)) meaning about “Agent i tells agent j to notify it as
soon as a reserve-ticket occurs and there are 100 pounds in its account just before that.”.
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However, it will not be able to answer a Request-Whenever message about (Done (reserve-

ticket LHR MUC 27-sept-97, (> (price-ticket) 100))) meaning about “Agent i tells agent j to

notify it whenever a reserve-ticket occurs and the price of tickets is lower than 100 before

that.”, because agent j cannot guess the semantic relationships between the ac12345 and the

price-ticket predicates. This component includes the different operations towards the belief

uncertainty and intention bases, which are needed by the interpretation process of other

components.

These knowledge bases would have the following properties:

* storing the facts believed by the agent and uncertain and intentional facts for the agent
(the knowledge_message_out state);

* providing a mechanism of listening changes in the contents of the knowledge bases by
using formulas (the knowledge_message_in state);

* initializing the process of the internal action as the response of received message or as the
initiation of the new task of the agent (the knowledge_action state).

Mmsg_action_know_out) T AREE) R |

action=false
add{msa_action_know_out)

[action==stug]

knowledge_message_in
L s know_out be_ be_

\\[nsg_knnw_ln(} | action=true
ction_know_ing msd_know_out = add{msg_know_in)

| knowledge_message_out |

‘ msg_result_action_know_out= addimsg_result_action_know_in)

Fig. 11. Statecharts diagram of the Knowledge_complement component

The Action_choice component (fig.12) supports choices of the internal and the ontological
actions.

analysis_action

[kniow==truel*ms=sc]_action_dane_in{
[action==true]

Y

| action_know |

action = false
know = evaluate{msg_action)

Fig. 12. Statecharts diagram of the Action_choice component
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The ontological actions gather the actions related to the specific application. The internal
actions gather the actions related to the response of the content of the received message or to
a specific application. The action choice is based on the interpretation of the belief
knowledge, uncertainty knowledge and intention knowledge and on the rules of FIPA- ACL
language. The semantic interpretation formulas are related to the behaviours of the agent.
They provide the interpretation mechanism of semantic SL formulas. Each semantic
interpretation formula is applicable on a specific SL pattern. The use of semantic
interpretation formulas is based on querying and updating the knowledged bases as the first
result. The second result of the interpretation is based on adding to, or removing behaviours
from the agent.

action_in

msog_action_daone_ing

< mmsg_action_done_outd

[ done_action 1

| msd_action_done_out=done{msg_action_done_in) |

Fig. 13. Statecharts diagram of the Action_done component
The Action_done component (fig.13) executes the internal action choiced by the Action_choice

component during the interpretation process. Then it delivers the results of this action to the
Message_choice component. These results are defined in SL formulas.

msg_action_done_outd

| |
J

Lmsg_result_actinn_l{nuw_in = evaluateimsg_action_done_ouf)

msn_result_agtion_know _ing

knowledie

msg_result_action_know_out)

{ choice SO S e
4@.— |

Lmsg_sent = chaicelmsa_result_action_know_out) —

Fig. 14. Statecharts diagram of the Message_choice component

The Message_choice component (fig.14) choices the communicative act as the response for the
received message or as the initialization of the interaction with other agents related to a
specific application. The communicative actions gather all the FIPA Communicative Acts.
The message choice is based on the semantic interpretation of the belief, uncertainty and
intention knowledge databases and on the rules of FIPA- ACL language. The message
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choice uses the semantic interpretation formulas that are based on querying and updating
the knowledge bases as the first result. The second result of the interpretation is based on
adding to, or removing behaviours from the agent.
The example 2 resumes the example 1: if the agent is able to do the action included in the
content of the received message as the request communicative acts, it sends the agree message
to the sender agent:
<i, agree (j, <i, request>, ¢))> = <i, inform (j, Ii Done (<i, act>, ¢))>
FP: Bi a A — Bi (Bifj a v Uifj a)
RE: Bj a
where: a = Ii Done(<i, act>, ¢)
The example 3 continues the example 1: the agent j answers that it agrees to reserve a ticket
for i, since there are sufficient funds in its account.
(agree
:sender (agent-identifier :name j)
:receiver (set (agent-identifier :name i))
:content
"( (action (agent-identifier :name j)
(reserve-ticket LHR MUC 27-sept-97))
(sufficient- funds ac12345))"
:in-reply-to order567
:protocol fipa-request
:language fipa-sl)

The example 4 continues the example 2: if the agent is able to do the action defined in the
content of the received message as the request communicative acts, it sends the refuse
message to the sender agent: Agent i informs j that action act is not feasible, and further that,
because of proposition ¢, act has not been done and i has no intention to do act.
<i, refuse (j, <i, act>, ¢)> = <i, disconfirm (j, Feasible(<i, act>))>;
<i, inform (j, ¢ A =~ Done (<i, act>) A = Ii Done (<i, act>))>
FP: Bi — Feasible (<i, act>) A Bi (Bj Feasible (<i, act>) v
Uj Feasible (<i, act>)) A Bi a A ~ Bi (Bifj a v Uifj a)

RE: Bj — Feasible (<i, act>) A Bj a
where: a = ¢ A " Done (<i, act>) A ~ Ii Done (<i, act>)
Example 5 continues the example 3: Agent j answers that it refuses to reserve a ticket for i,
since there are insufficient funds in its account.
(refuse
:sender (agent-identifier :name j)
:receiver (set (agent-identifier :name i))
:content
"((action (agent-identifier :name j)

(reserve-ticket LHR MUC 27-sept-97))

(insufficient- funds ac12345))"
:in-reply-to order567
:protocol fipa-request
:language fipa-sl)
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The process of semantic interpretation enables to simplify adapting their protocols to the
actual meaning of the exchanged messages.

3. Communication protocols

It is possible to create protocol for exchanging most appropriate messages between agents.
These messages represent the role of the agent in community of agents taking part in
conversations. The table 1 presents the properties of communicative acts.

Communitive act Information | Requesting Negotiation Action Error
passing information performing | handling

accept-proposal +
agree, cancel +
cfp +
confirm, disconfirm +
failure, not-understood +
inform, inform-if +

(macro act), inform-ref
(macro act)

propose +
query-if ,query-ref +
refuse +
reject-proposal +
request, request—when, +
request-whenever
subscribe +

Table 1. Communicative acts (Specification of FIPA, 2000)

3.1. Dependency between messages

This section presents the list of communicative acts with a concise description (tab.2). The
cancel, request, request-when, request-whenever messages can be sent by the agent fulfilling
superior role. This agent demands the execution action of the subordinate agent.

If there is the client-server relationship between agents, subscribe, cfp, accept-proposal, query-if,
query-ref messages are sent by client agent concerned with making of cooperation with
recipient agent. The recipient agent executes the task for sender agent. The client agent
sends the reject-proposal message if it is not interested in services of the recipient agent. This
is the response of the received propose message, that is sent by the recipient agent.

The inform, inform-if(macro act), inform-ref (macro act) messages are sent by agent that remains
in neutral relationship with other agents. If sender assums, that recipient agent cannot
believe to received information, then this receiver sends the confirm message to confirm
acceptance of received information. If however, the sender assums that the recipient agent
believes to received information, the receiver agent sends the disconfirm message, if it rejects
this information. Subordinate or servicer agent can send the agree message as the answer to
the request or the subscribe message from the superior or client agent. The refuse message can
be sent by the subordinate or the client as the answer of the request, subscribe or cfp message
from the superior or the client agent, if it declines execution of the action. The failure
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message is sent by the subordinate agent, which cannot execute the action. In opposite case,
if executable task will end progress, the subordinate agent sends the inform message as the
result to the superior agent. Independently on the role, the each agent can send the not-
understood message if it not understand the message that other agent has just sent to it.

Communicative Description

acts

accept proposal The action of accepting a previously submitted proposal to perform an action.
agree The action of agreeing to perform some action, possibly in the future.

cancel The action of one agent informing another agent that the first agent no longer

has the intention that the second agent performs some action.

cfp - call for

The action of calling for proposals to perform a given action.

(macro act)

proposal

confirm The sender informs the receiver that a given proposition is true, where the
receiver is known to be uncertain about the proposition.

disconfirm The sender informs the receiver that a given proposition is false, where the
receiver is known to believe, or believe it likely that, the proposition is true.

failure The action of telling the another agent that an action was attempted but the
attempt failed.

inform The sender informs the receiver that a given proposition is true.

inform if A macro action for the agent of the action to inform the recipient whether or

(macro act) not a proposition is true.

inform ref A macro action for sender to inform the receiver the object which corresponds

to a descriptor, for example, a name.

not understood

The sender of the act (for example, i) informs the receiver (for example, j) that
it perceived that j performed some action, but that i did not understand what
just did. A particular common case is that i tells j that i did not understand the
message that j has just sent to i.

propose The action of submitting a proposal to perform a certain action, given certain
preconditions.

query if The action of asking another agent whether or not a given proposition is true.

query ref The action of asking another agent for the object referred to by a referential
expression.

refuse The action of refusing to perform a given action, and explaining the reason for

the refusal.

reject proposal

The action of rejecting a proposal to perform some action during a
negotiation.

request

The sender requests the receiver to perform some action. One important class
of uses of the request act is to request the receiver to perform another
communicative act.

request when

The sender wants the receiver to perform some action when some given
proposition becomes true.

request whenever

The sender wants the receiver to perform some action as soon as some
proposition becomes true and thereafter each time the proposition becomes
true again.

subscribe

The act of requesting a persistent intention to notify the sender of the value of
a reference, and to notify again whenever the object identified by the
reference changes.

Table 2. Characteristics of messages of ACL language (FIPA00037, 2000)

www.intechopen.com




458 Engineering the Computer Science and IT

Such dependencies between messages allow designing effective protocols of
communications, without redundancy in sent message. It is the first way of improve
performance of multiagent systems. The limitation number of messages is the second way to
correct performance of protocols.

3.2. Performance evaluation of interaction protocols

Applications working in distributed environment use the distributed data and the
distributed clients. Clients send a lot of messages during realizing operations by using e-
mail, web services, communicators programs etc. Therefore these applications generate the
large network traffic lowering performance of the internet applications.

FIPA-ContractNat- Protocol )
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: accept-proposal I=j-k i

inform-done ; intorm

P Inform-rasult : infomm

- l-q-p i
Fig. 15. The interaction diagram of FIPA-Contract-Net protocol (FIPA00029, 2002)

In section 2, it is introduced agents, which adapt their communicative acts (FIPA00037, 2000)
to actual state of knowledge databases, main goal of application and character of
interactions between agents. These interactions have the dynamic character of protocols
based on negotiations, subscriptions, auctions. This sending proper sequence of messages is
related to the state of realized task. As a proof that the dynamic protocols can limit the
network traffic, it is presented two protocols as the products of adapting the communicative
acts. These protocols are FIPA-Contract-Net (fig.15) (FIPA00029, 2002) and user defined
protocol as the Order-Request-NET (fig.16) based on FIPA-Request-Net protocol (FIPA00026,
2002). The protocols are defined by use interaction diagram (FIPA00025, 2000), (Odell et al.,
2001). If the choices of the sequences of messages as the protocol are proper, an agent can
reduce the network traffic by sending messages only to these agents who are be able to
collaborate over executing the task.

The FIPA-Contract-Net protocol (FIPA00029, 2002) is a small modification of the original
protocol by added the reject and accepts communicative acts. The initiator agent fulfils the
role of manager in this protocol. The initiator sends a call for proposals act (cfp) to m agents.
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These messages are received by n participants of the protocol. They send the proposal message
which specifies the task, as well as any conditions the initiator is placing upon the execution
of the task or refuse message if they decline the proposal for the initiator. The initiator
receives i the refuse messages and j=n-i the proposal acts. The participant finishes protocol if it
sends the refuse message. Therefore 2i messages generate the needlessly network traffic.

The manager evaluates j proposals according to certain function and accepts j-k (n-i-k)
proposals. This estimate of proposal messages is expressed behind assistance of price, time
etc. The initiator sends j-k accept-propose messages to accepted participant and k reject-proposal
messages to remaining participants. Therefore 3k messages generate the needlessly network
traffic.

At last the accepted participants send the result of the task by sending together n-i-k-q inform-
result and inform-done messages. If participant cannot finish the task, it sends a failure message
to the manager (initiator) - the initiator receives g failure messages. Therefore 49 messages
generate the needlessly network traffic. At last, it can be 2i+3k+4g messages generating the
needlessly network traffic.
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Fig. 16. The interaction diagram of user defined Order-Request-Net protocol (FIPA00026, 2002)

The Order-Request-NET protocol is based on the FIPA-Request-Net protocol (fig.16). It
includes the informatiom about the multiplicity of participants. The initiator agent fulfils the
role of the superior in this protocol. It sends m request messages with information about
necessity of performing some action. These messages are received by n participants as
subordinates. They send agree messages if they can perform the request action or refuse
messages if they decline the request for the initiator. The initiator receives i refuse messages
and n-i agree messages. Therefore 2i messages generate the needlessly network traffic.

At last participants send the result of the task by sending together n-i-q inform-result and
inform-done messages. If the participant cannot finish the task, it sends a failure message to the
manager (initiator) - the initiator receives g failure messages. Therefore 3g messages generate
the needlessly network traffic. At last, it can be 2i+37 messages generating the needlessly
network traffic.
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Meaning of messages and their possibility of occurrence during interactions allow to value
number of messages in extreme and average cases (Smith, 1990), (Smith & Lloyd, 2002). It
assumes that each message has the same size or the same transmission ¢ time by network.
Average duration transmission of all messages is evaluated by using the probability p of
occurance messages in both protocols.

The c¢fp messages of the FIPA-Contract-Net protocol (tab.3) reach participants with the
probability p1. The refuse message is sent with the probability p2 and the propose message
with 1-p2 probability. The aceept-proposal message is sent with propability p3 and the reject-
proposal message with the probability 1-p3. At last the failure message is sent with the
probability p4, the inform-done message with the probability p5 and the inform-result message
with probability 1-p4-p5. The average duration t1 of FIPA-Contract-Net protocol is equal

tl=tm(1 + p1(3-2p2-p3+p2p3)) 1)

however, maximum time is 4¢m and it is minimal equal with tm.
The Loss1 avarage of duration of messages of FIPA-Contract-Net protocol which are the types
of failure, refuse and reject-proposal messages etc. is equal

Loss1=tm p1(2p2+3(1-p2)p4) (2)
estimation The number of messages
of number - - - -
cfp |refuse | propose |reject- accept- failure inform- [ inform- total

of messages 1 1 d It

proposal | proposa one resu
All m |i n-i k n-i-k [q P n-i-k-g-p [m+3n-2i-k
messages
Averagetl |m [mpl |mpl m pl m pl mpl |mpl m pl m(1+
t=1 p2 |(1-p2) |(1-p2) [(1-p2) |(1-p2) |(1-p2) |(I-p2) pl

p3 (1-p3) | (1-p3) |(1-p3) |(1-p3) (3-2p2-p3

p4 p5 (1-p4-p5) | +p2p3))
Maximum |m (0 m 0 m 0 mpb m(1-p5) 4m
pl=1 (m=n)
p2=0 (i=0)
p3=0 (k=0)
p4=0 (9=0)
Minimum m |0 0 0 0 0 0 0 m
p1=0 (n=0)
Loss1, t=1 2m pl 3m pl 4m pl m pl
P2 (1-p2) (1-p2) (2p2+(1-p2)
p3 (1-p3) (3p3+
p4 4p4(1-p3)))

Table 3. Performance parameters of FIPA-Contract-Net protocol

The request message of the Order-Request-Net protocol (tab.4) reaches participants with the
probability p1. The refuse message is sent with the probability p2 and the agree message with
the probability 1-p2. At last the failure message is sent with the probability p4, the inform-done
message with the probability p5 and the inform-result message with probability 1-p4-p5
however. Average duration of protocol is equal
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t2=tm(1 + p1(2-p2)) 3)
however, maximum time is 3tm and it is minimal equal with tm.

The avarage of duration of messages Loss1 of the Order-Request-Net protocol which are the
types of failure and refuse messages etc. is equal

Loss2=m p1(2p2+3(1-p2)p4) 4)

The metric of lost messages Lostl, which excludes some agents from executing the task
realizing over the FIPA-Contract-Net protocol is equal

Lostl=Loss1/t1 )

The metric of lost messages Lost2, which excludes some agents from executing the task
realizing over the Order-Request-Net protocol is equal

Lost2=Loss2/t2 (6)

Measure of The number of messages
MESSAGES | request |refuse |[agree |failure |inform-done |inform-result | total
All m i n-i q p n-i-q-p [m+2n-i
messages
Average t2 [m m pl m pl mpl |mpl m pl m (1 + pl(2- p2))
t=1 p2 (1-p2) |(1-p2) |(1-p2) (1-p2)

p4 p5 (1-p4-p5)
Maximum |m 0 m 0 mpb m(1-p5) 3m
pl=1 (m=n)
p2=0 (i=0)
p4=0 (9=0)
Minimum |m 0 0 0 0 0 m
p1=0 (n=0)
Loss2, t=1 2m pl 3m pl m pl

p2 (1-p2) (2p2+3(1-p2)p4)
p4

Table 4. Performance parameters of Order-Request-Net protocol

The table 5 presents the results of simulation experiments for estimation of the duration of
both protocols.
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Protocol | Evalution of transmission time | Duration
m=10 m=100 m=1000 m=10000
FIPA- value of expression (1) (t=1) t1=18.76 t1=187.67 | t1=1876.60 | t1=18761.15
;‘;’ZW“‘ Minimum: m 10 100 1000 10000
Maximum: 4m 40 400 4000 40000
Lossl, value of expression (3) 12.26 112.59 1127.43 11264.69
Lostl, value of expression (5) 0.6536 0.5999 0.6008 0.6004
Order- value of expression (2) (t=1) t2=17.50 t2=175.14 | t2=1751.38 | t2=17510.79
ﬁez“‘fs’f' Minimum: m 10 100 1000 10000
¢ Maksimum: 3m 30 300 3000 30000
Loss2, value of expression (4) 9.53 87.45 877.54 8756.15
Lost2= value of expression (6) | 0.5444 0.4993 0.5011 0.5000

Table 5. Results of performance experiments of FIPA-Contract-Net protocol and user defined
protocol as the Order-Request-NET protocol

The number of messages sending over the protocols is calculated by using the generator of
uniform distribution values. The experiment relied on 100000 repetition of measurements
for number of 10, 100, 1000, 10000 agents. The time of transmission (t) of the one message is
equal with the 1 time unit. The table 5 includes values of measurements of average values
and values of maximum and minimum. Results of performance experiments in the table 5
and on the figure 17 are presented the influence of number of agents and their behaviour on
performance of the multiagent system. For example, if the interpreting mechanism detects
the relationship superior-subordinate, the Order-Request-Net protocol is better than FIPA-
Contract-Net because of smaller generated network traffic. If the interpreting mechanism
enables the selection of proper agents which are capable of executing actions of the task, the
network traffic will be smaller because the number of the refuse, failure and reject messages
can be reduced.

Duration @ Fipa-Contract-

Net protocaol,
100000 uniform

distribution; t1

10000 | |OFIPA-
Contract-Net

1000 | protocol,
Loss1

100 — | | |m Order-
Request-Net
protocol,

10 - — u uniform

distribution; t2
0O Order-

Request-Net
10 100 1000 10000 protocol,

Loss2

Number of agents

Fig. 17. The chart of results of performance experiments of FIPA-Contract-Net protocol and
user defined protocol as the Order-Request-NET protocol
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4. Conclusion

In the paper it is presented the design of multiagent system, which includes agents with
special abilities. They are able to interpret the communicative acts and they can adapt to
actual state of executing task. This is the way to choice the proper sequence of messages for
example the Order-Regest-Net protocol instead of the FIPA-Contract-Net protocol.

The other ability of an agent is reduction of the refuse, failure, and reject etc. messages by
interpreting belief, uncertainty and intention knowledge databases. In the paper agent
reduces the messages with propabilites generated from uniform distribution. In the future, it
can complete the mechanism of interpreting messages with learning process of behaviours
of agents collaborating over the tasks. These are reasons of reduction the network traffic and
improving the performance of multiagent systems.

Results of performance experiments authenticate the influence of number of exchanging
messages between agents and agent’s abilities on performance of the multiagent system.
Therefore, if the interpreting mechanism can detect properly the relationship between agent
and their abilities, the generated network traffic can become smaller. The first reason is the
possibility of choice of the protocol with smaller duration, for example the Order-Regest-Net
protocol instead of the FIPA-Contract-Net protocol. The second reason is the possibility of
reduction the refuse, failure, and reject etc. messages by the selection of proper agents which
are capable of executing action of the task.
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