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1. Introduction

State Estimation (SE) in power systems is considered as the heart of any energy control
center. It is responsible for providing a complete and reliable real-time data-base for
analysis, control, and optimization functions (A. Monticelli 2002). Since electric power
system state estimation was introduced by F. C. Schweppe et. al. 1970, it has remained an
extremely active and contentious area. Nowadays, state estimation plays an important role
in modern Energy Management systems (EMS) providing a complete, accurate, consistent
and reliable database for other functions of the EMS system, such as security monitoring,
optimal power flow, security analysis, on-line power flow studies, supervisory control,
automatic voltage control and economic dispatch control (A. Monticelli 2002, F. C.
Schweppe et. al. 1970, Ali Abur & A. G. Exposito 2004). The energy control centers gather
information and measurements on the status and state of a power system via Supervisory
Control and Data Acquisition System (SCADA).

Various methods for state estimation have been introduced (A. Monticelli 2002, F. C.
Schweppe et. al. 1970, Holten et. al. 1988 and A Garcia et. al. 1979) in the past. Among those
methods, Weighted Least Squares (WLS) algorithm is the most popular and finds
applications in many fields. In WLS method the measured quantities are represented as sum
of true values and errors as

z=h(x)+e 1)

where z is the measurement vector, consisting of real and reactive power flows, bus injection
powers and voltage magnitudes; x is the true state variable vector, consisting of bus voltage
magnitudes and bus voltage angles; h(x) is the non-linear function that relates the states to
the ideal measurements; e is a vector of measurement errors. A state estimate X is to be
obtained that minimizes the objective function f given by
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where “w;” is the weighting factor for the respective measurement, m = 1, 2,..., number of
measurements and n = 1,2,.., number of state variables. This non-linear least squares
problem is usually solved iteratively as a sequence of linear least squares problem. At each
step of the iteration, a WLS solution to the following noise-corrupted system of linear
equation is sought:

e=z—-z=z-Hx=e—H(Xx-x) (4)

In Eq. 4, e is the measurement residual vector, the difference between the actual
measurement vector and the value of h(x) at the current iteration, x —x is the difference
between the updated state and the current state, H is the Jacobian of h(x) in Eq. 1 at the
current iteration. The flow of SE solution algorithm is shown in Figure 1.

Although the function of a SE is understandable, there is much freedom of choice in its
practical implementation. One of the important options is that of the statistical methodology
used to filter the measured data. The basic Newton-Raphson WLS method, when used in
power systems, has good convergence, filtering and bad data processing properties, for a
given observable meter placement with sufficient redundancy and yields optimum
estimates. However, the gain and the Jacobian matrices associated with the basic algorithm
require large storage and have to be evaluated at every iteration, resulting in very long
computing time. The essential requirements for any on-line SE are reliability, speed and less
computer storage. The computational burden associated with the basic WLS algorithm
makes it unsuitable for on-line implementation in large scale power systems.

2. State of the Art

One of the main steps in the algorithm of WLS is creating and updating the Jacobian matrix,
H, which is significantly time consuming step which requires a large number of floating
point multiplication. Fred Schweppe et. al. in their paper had modified the basic WLS
algorithm purposely for real time application in large scale power system (F. C. Schweppe &
E. J. Handschin 1974). In that paper, the constant gain and Jacobian matrices are used in
order to reduce the computational time. However, WLS processing could still need a longer
time for medium to large networks and becomes even longer in the presence of multiple
data with gross error and the procedures for bad data processing. Since then, several
different alternatives to the WLS approach have been investigated.

Some of the algorithms developed and implemented in real time are sequential
estimators,orthogonal transformation methods, hybrid method and fast decoupled
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estimators (A Garcia et. al. 1979 and A. Monticelli & A Garcia 1990). In sequential state
estimation, each measurement is processed sequentially, usually one at time. Processing of
the measurement is done by avoiding the matrix procedures. Thus, the objective of
sequential state estimation is mainly intended to provide computational efficiency both in
terms of computing time and storage requirements. Sequential estimators have so far been
found to be practical for small networks, but not for medium to large networks. In
orthogonal transformation methods (A. Simoes-Costa & V. H. Quintana Feb. 1981, A.
Simoes-Costa & V. H. Quintana August 1981, Ali Abur & A. G. Exposito 2004 and A.
Monticelli 2002), there is no need to compute the gain matrix. The measurements are
transformed into virtual measurements that are functions of the state and of the original
measurements. However, the only concern of this method is the need to obtain the
orthogonal matrix which, in spite of being actually expressed as the product of elementary
matrices, is much denser than the gain matrix which can slower the computational speed.
Some ideas, such as Hybrid method (Slutsker LW. Vempatin & W.F. Tinney 1992) has been
proposed to speed up orthogonal factorization. This method does not require the storage of
the orthogonal matrix and it can easily be implemented in the efficient fast decoupled
version. However, according to Holten, L et al. 1988 and Slutsker L W. Vempatin & W.F.
Tinney 1992, this method is less stable than the orthogonal transformation method and also
it remains rather slower compared with the normal equation method. The WLS formulation
may be decoupled by separating the measurement set into real and reactive power groups
and by using the same simplifying assumptions as used in the fast decoupled load flow (B
Stott & O Alsac 1974). The integrated SE like fast decoupled state estimation may not meet
the requirements of on-line state estimation in terms of computer storage and time for very
large scale power systems containing thousand or more busses. The reduction of the
computation burden that fit with normal equation of SE needs further investigation.
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Fig. 1. State Estimation Solution.
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3. Contribution

In the Newton-Raphson State Estimator (NRSE) method, the process of computing the
elements of the Jacobian matrix is significantly time consuming step which requires
evaluation of large number of trigonometric functions. It is significant, especially in large
scale power system networks. Fast Decoupled State Estimator (FDSE) (A. Monticelli 2002, A
Garcia et. al. 1979 and Ali Abur & A. G. Exposito 2004) are based on assumptions that in
practical power system networks under steady-sate, real power flows are less sensitive to
voltage magnitudes and are very sensitive to voltage phase angles, while reactive power
flows are less sensitive to voltage phase angles and are very sensitive to voltage magnitudes.
Using these properties, the sub-matrices Hp,v, Hyijv, Hpji,v, Hos Hgijs and Hgjis are neglected.
Because of the approximations made, the corrections on the voltages computed in each
iteration are less accurate. This results in poor convergence characteristic. Newton-Raphson
State Estimator (NRSE) method (Ali Abur & A. G. Exposito, 2004, A. Monticelli 1999, John J.
Grainger & William D. Stevenson Jr. 1994 and Stagg,G.W. & El-Abiad, A.H. 1968) that was
subsequently introduced became more popular because of exact problem formulation and
very good convergence characteristic. In NRSE method, elements of Jacobian matrix are
computed from the standard expressions which are functions of bus voltages, bus powers
and the elements of bus admittance matrix. Nowadays, with the advent of fast computers,
even huge amount of complex calculations can be carried out very efficiently.

The aim of this research is to reduce the time taken to construct the H matrix. A simple
algorithm to construct the H matrix is presented in this chapter. This algorithm can be easily
fit into the Newton Raphson State Estimation method. It is recognized that each element of
the Jacobian matrix is contributed by the partial derivatives of the power flows in the
network elements. The elements of the state estimation Jacobian matrix are obtained
considering the power flow measurements in the network elements. The proposed
algorithm will process the network elements one-by-one and the elements of H
matrix are updated in a simple manner. The final H matrix thus constructed is exactly same
as that obtained in available NRSE method. The details of the proposed algorithm are
discussed in the following sections.

4. General Structure of H matrix

The SE Jacobian H, is not a square matrix. The H matrix always has (2N - 1) columns, where
N is equal to number of buses. The number of rows in H matrix is equal to number of
measurements available. For full measurement set, number of rows will be equal to
(BN + 4B) where B is number of lines. The elements of H represent the partial derivates of
bus voltage magnitudes, bus powers and line flows with respect to state variables 6 and V.
As shown in Eq. 5, Hvs, Hv,v, Hpij 5 Hpij, v, Hpji, 5, Hpji, v, Hgij, 5, Hgij, v, Hyji, 5, Hyji v, Hps, Hpy,
Hgsand Hg v are the sub-matrices of Jacobian matrix. The first suffix indicates the available
measurement and the second suffix indicates the variable on which the partial derivatives
are obtained. The constructional details of the SE sub-matrices are discussed in Section 5.

4.1 Power flows in network elements
The transmission network consists of transmission lines, transformers and shunt
parameters. In NRSE method the transmission network is represented by the bus

www.intechopen.com



24 Advanced Technologies

admittance matrix and the elements of the H matrix are computed using the elements of bus
admittance matrix. Alternatively, in this chapter, the elements of the H matrix are obtained
considering the power flows in the transmission network elements.

Consider the transmission network element between buses i and j, as shown in Figure 2.

j
Transmission line /
Transformer
ViZ6;
V][ J i
shit]bsni s j+ibsn j

Fig. 2. Transmission network element between buses i and j

The transmission line is represented by the series impedance r;+ jx;; or by the corresponding
admittance g; + jb;. Transformer with series impedance r;; + jx;; and off-nominal tap setting

“” _rm
a

1
with tap setting facility at bus i is represented by the series admittance — (g;; + jb;)) and
a

shunt admittances (1__2‘1j (gij + jbij) and (Ej (gij + jbij) at buses i and j respectively. Half
a a

line charging admittance and external shunt admittance if any, are added together and
represented as ggi + jbsi and gsy + jbsrj at buses i and j respectively. For such a general
transmission network element, the real and reactive power flows are given by the following
expressions.
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5 Sij V.V .
pij = Vi (#Jrgshi)—%(gijcos% +b;jsind;;)

2 Vivi :
Pji =Vi(8ij+gsn j) = — = (8ij 080 ~bjjsind;j)

2,7 Vivi ;

qij = =Vi (a—2+bshi)—7(gijsm5ij—bijCOS@'j)
2 ViVj -

9ji ==Vi (bij + by j) +—=(8ijsind; + byj cos )

where

Q)
)
(®)
©)

(10)

All the line flows computed from Eq. 6 to 9 are stored in the real power and reactive power

matrix as in Eq. 11 and 12 from which bus powers can be calculated.

0 pi2 P13 PIN

P11 0 px PaN
P=|p3 p32 O P3N
PN1 PN2 PNz o O]
0 g1 q13 71N |
g1 0 g3 gdoN
Q=|q31 932 O 93N
IN1 9N2 qns - 0]

(11)

The real and reactive power flows in line i-j depend ond, &, Vi and V;. The partial
derivatives of pj, pji, g and g;; with respect to &, &, Viand V; can be derived from Eq. 6 to 9.

5. Construction of SE Jacobian Matrix, H

All the elements of H matrix are partial derivatives of available measurements with respect

to dand V. The elements of sub-matrices Hy,5, Hy,v are given by

oV,
Hy 5 =—i=0
Y% " 95, [foralliand j
oV,
Hy y =—1=0
ey i
oV,
Hy,y, == t=1
1
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If at particular bus, the voltage meter is not available, the row corresponding to that

particular bus will be deleted.

Using Eq. 6 to 9 the expression for the partial derivatives of pj;, pji, gij and g;; with respect to
o, 0, Viand V; are obtained. Thus

oy _
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(22)
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(25)

(26)

(27)

(28)

(29)

(30)

To construct the H matrix, initially all its elements are set to zero. Network elements are
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considered one-by-one. For the element between buses i-j, the partial derivatives of line
flows with respect tod;, ¢, Vi and V; are computed using Eq. 15 to 30. These values are
simply added to the corresponding elements of sub-matrices Hyij, 5i, Hpij, 5;, Hpij, vii Hpij, vi, Hpji,
si» Hpji, 5, Hpji, vie Hpji, vi, Hgij, i, Hgij, 6i, Hgij, vie Hgij, vi, Hyji, 5i, Hgji, 6;, Hgji, vi and Hji, vy

Sub-matrices Hp, Hp,v, Hg, sand Hp v are now considered. Partial derivatives of bus powers
can be expressed in terms of partial derivatives of line flows. To illustrate this let i-j, i-k and
i-m be the elements connected at bus i. Then the bus powers P; and Q; are given by

Pi=p;j+pik+Pim (31)

Qi=qij+qik+qim (32)
Therefore

. 2, o

0Q; _ i +a"7ik +5‘1im (34)

05, 05, 05 06

Similar expressions can be written for other partial derivatives of P; and Q; with respect to &,
Vi and V;. Likewise considering bus powers P; and Q, partial derivatives of P; and Q; can
also be obtained in terms of partial derivatives of line flows in the lines connected to bus j. It
is to be noted that the partial derivatives of the line flows contribute to the partial
derivatives of bus powers. Table 1 shows a few partial derivatives of line flows and the
corresponding partial derivative of bus powers to which it contributes.

Partial Derivatives of

Line flows Bus Power
opij Opji 0qij 04j op, P 8@, 9Q;
os; " as; " oV’ oV, as;" 85;" oV, oV,

Table 1. Partial Derivatives of Line Flows and the Corresponding Partial Derivatives of Bus
Powers.

Ov:: Op:: Op:: Op:: . . Op: Op:
The partial derivatives of Pij ’sz] ,ﬁp” , Fij will contribute to %,%,%,%
66; "05; "oV, "av; o5; a5} vy ov,

respectively. Similar results are true for pj, g; and gj. Those values will be added to the
corresponding elements of Hps, Hpv , Hos and Hgv. This process is repeated for all the
network elements. Once all the network elements are added, we get the final H matrix.

6. Computing and recording only the required partial derivatives alone

The H matrix will have 3N+4B number of rows if all possible measurements are available in
the network. However, in practice, number of available measurements will be much less.
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Instead of computing elements of rows corresponding to unavailable measurements and

then deleting them, proper logics can be adopted to compute and record only the required

partial derivatives alone. When line i-j is processed, it may not be always necessary to

compute all the 16 partial derivatives given by Eq. 15 to 30. The partial derivatives
Pij,Pij ,%Pij and Pis are to be computed only when p;; or P; or both p;; and P; are in the
o5, 06; OV, ov;

available measurement list. Thus following three cases are possible.

CASE 1: pj; is an available measurement. The four partial derivatives are entered in row

corresponding to pj.

CASE 2: P; is an available measurement. The four partial derivatives are added to previous

values in the row corresponding to P;.

CASE 3: p;j and P; are available measurements. The four partial derivatives are entered in

the row corresponding to p;; and added to previous values in the row corresponding to P;.

_ ) . ba.. 0q.. aq;;
Such logics are to be followed for P ji , P;i , Pji , Pyi . %y i 0q;, , “Aij and

o5, o5, ov, ov, s, a5, ov, oV,

aqji aqji aqj'i aq/‘i
06, 00, 0OV, aV/

! J

also.

6.1 Application example to illustrate the construction of H Jacobian matrix

The three bus power system (Ali Abur & A. G. Exposito 2004) as shown in Figure 3 is used
to illustrate the construction of H Jacobian matrix. In this system bus 1 is the slack bus and
the tap setting “a” for all lines are 1. With the network data as listed in Table 2 and the
available measurements as listed in Table 3, the Jacobian matrix H is constructed as
discussed in Section 5, taking the initial bus voltages as ¥, =¥, =¥, =1.02£0°.

1

2
—> <@
<—

3 — : Voltmeter
@ : Power measurement
— : Line flow measurement

Fig. 3. Single-line diagram and measurement configuration of a 3-bus power system.

Line Total Line Charging Susceptance
From Bus ];E?S Ripw) X (pu) B (pu)
1 2 0.01 0.03 0
1 3 0.02 0.05 0
2 3 0.03 0.08 0

Table 2. Network data for 3-bus system
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Measurements Value (pu) Weightage
1% 1.006 62500
%! 0.968 62500
P12 0.888 15625
q1-2 0.568 15625
q1-3 0.663 15625
P; -0.501 10000
Q -0.286 10000

Table 3. Available measurements for 3-bus system
Noting that V; and V, are available measurements, the sub-matrices of Hys Hyy are
obtained as

o
=
o

Hy s Hy vy _{O 0 0 1 0 0}
Hy,s Hy, v 0 0 0

where 0 spans from 03, 0, to 63 and V spans from Vi, V; to V.
To illustrate all the stages of constructing the other sub-matrices, the network elements are
added one by one as shown below.

Iteration 1

Element 1-2 is added. The line flow measurements corresponding to this element are p12, p21,
g12 and g21. All these measurements are categorized according to the three different cases as
in Section 5. The p1; will be categorized as CASE 1 since this measurement is one of the
available measurements and P; is not an available measurement. Similarly, g:> is also
categorized as CASE 1. However, p2; and g2; are categorized as CASE 2 since these
measurements will contribute to P, and Q. respectively; but they are not listed as the
available measurements. The new constructed sub-matrices are:

Hypoo Hpov | T30 -30 0 10 -10 0]
Hp,s Hpsv O 0 0 0 0 0
Hys Hopv | |-10 10 0 30 -30 0
H, s Hy v O 0 0 0 0 0
Hp 5 Hp y 30 30 0 -10 10 0
20 27

10 -10 0 -30 30 0

|Ho, s Ho,v | L -

Element 1-3 is added. The line flow measurements corresponding to this element are p13, p31,
q13 and g31. Now, p13 and q13 will be categorized as CASE 1 since these measurements are
listed as the available measurements and P; and Q; are not the available measurements.
However it is not necessary to compute the partial derivatives of p3; and g3; as they and P3
and Q3 are not in available measurements. With this, the constructed sub-matrices are:
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1y -
H
H

H

P12,0 HFlzrV

P13,0 HPB'V
912,06 Hq'lZ’V
13,0 Hﬂher

Hp s Hp,v

| Ho,s Ho,v | L

Element 2-3 is added. Following similar logics, p»; and g23 will fall under CASE 2 and the
partial derivatives of p3; and g3, are not required. The constructed sub-matrices are:

[ 30

-30
1724 0
-10 10
-689 0
-30 30
10 -10

0 10 -10
-17.24 6.89 0
0 30 -30
689 1724 0
0 -10 10
0 -30 30

-17.24

-6.89

Hp,s Hpov| 730  _30 0 10 -10 0
Hy.s Hpov | 1724 0 -1724 68 0 -6.89
Hy,s Hopv | | -10 10 0 30 -30 0

Hy s Hy,v | |68 0 689 1724 0 -17.24
Hp 5 Hp y ~30 4096 -1096 -10 1411 -411

27 27

He - H 10 -1411 411 -30 4096 -10.96
| 77Q2,0 “7Q,V | = J

The final H matrix will be the combination of all the sub-matrices with the column
corresponding to slack bus being deleted. Thus the constructed Jacobian matrix H in the first

iteration is

0 0 1 0 0
0 0 0 1 0
~30 0 10 -10 0
0 —1724 689 0 —689
H= 0 30 -30 0
0 689 1724 0 —17.24
4096 -1096 -10 1411 -411
1411 411  -30 4096 -10.96]

Using the above H matrix, state variables are updated as v, =0.9997 20°;V, = 0.9743 £ - 0.021°;
Vs =0.9428.2-0.045°. All the above stages are repeated until the convergence is obtained in
iteration 3 with the final state variables values as V; =0.999620°;V, =0.9741/ -0.022°;

V, =0.9439 2 - 0.048°. These estimates are same as obtained in NRSE method.

The suggested procedure is also tested on 5-bus system (Stagg,G.W. & El-Abiad,A.H. 1968)
and IEEE 14-bus system, IEEE 24-bus system, IEEE 30-bus system, IEEE 57-bus system, local
utility 103-bus system, IEEE 118-bus system and IEEE 300-bus system. The final results of all
the test systems agree with those obtained using NRSE method. The details are discussed in
Section 7.
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7. Simulation

In order to simulate the NRSE algorithm, data obtained from power flow studies is used.
The initial states of voltage vectors are commonly assumed to have a flat profile that means
all the voltage phasors are of 1 p.u and in phase with each other, i.e. 0 degree. Meanwhile
the convergence of the algorithm is tested using the following criteria:

max|Axk| =g (31)

where ¢is a given by user, most of the cases is set to 0.001.

The performance of the algorithm in simulation studies is assessed by comparing the
estimated values of the states and the measured values of the state with the true value (from
power flow solution) of the state. The performance indices in Eq. 32 - 35 are used for this
comparison.

; 2
1 m|Z~% (32)
Jmeas=—- =
i=1 9Y;
R 2
o1 zi-z (33)
est.” m;Zq o)
2:—zt 34
Rave:17§ e 4
"i=1 9;
;-2 (35)
Rmax =max
%
Jdfor i=1,2,.m

The level of uncertainty on the measurements is indicated by the performance index Jeas.
While the performance index of .. shows how close are the estimated values to the
measured value. The filtering process is considered good if the ratio of Jest./ Jiess is less than
one. The performance indices Rue. and Ryx indicate the average and the maximum values of
weighted residuals from the true values to compliment the general information of the
indices [mes and Jest. In the other hand, the true and the estimated values of the state
variables are compared by

2.4t
x; -«

(36)

E,= x100%

=i

Table 4 shows the summary of the general computational for the tested network. The
convergence tolerance of 0.001 p.u. and the margin of error 5 % is assigned to all tested
network. The tested network shows no bad data is detected since the objective function ] is
found less than the chi-square value.

www.intechopen.com



Newton-Raphson State Estimation

Solution Employing Systematically Constructed Jacobian Matrix 33
System | Tolerance Cm;fidence Degrees of Chi- Square Obj ec.tive
Bus . evel freedom ra function | Iter.
o N=m-n ’ ]

5 0.001 p.u 95% 8 1.83E+01 4.37E-03 3
IEEE 14 0.001 p.u 95% 26 3.89E+01 1.19E+01 4
IEEE 30 0.001 p.u 95% 57 7.79E+01 7.45E+01 4
IEEE 57 0.001 p.u 95% 192 2.25E+02 1.92E+02 7
103-bus 0.001 p.u 95% 574 6.31E+02 4.60E+02 6
IEEE 118 | 0.001 p.u 95% 289 3.32E+02 3.00E+02 7
IEEE 300 | 0.001 p.u 95% 954 1.03E+03 1.00E+03 8

Table 4. The summary of computational results.

Table 5 depicted the analysis of state vector x for 5-bus system. Meanwhile Table 6 depicted
the analysis of state vector for IEEE 14-bus system.

Voltage magnitude (p.u.) Voltage phase (degree) E, (%)
Bus " TRUE ~ Estimated | TRUE  Estimated
no. 5 A AV Ad
|V|t v Y 5 | VI

1 1.06 1.06 0 0 0 0
2 1 1 -2.061 -2.06115 0 0.00728
3 0.987 0.98725 -4.64 -4.6366 0.02533 0.07328
4 0.984 0.98413 -4.96 -4.95691 0.01321 0.0623
5 0.972 0.9717 -5.76 -5.76476 0.03086 0.08264

Table 5. State Vector for 5-bus system.

Overall, this two network shows the performance of NRSE is good since the average of error
for state vector is less than one for both network as shown in Table 7. To support the
reliability of NRSE, the performance of indices for all tested network is shown in Table 8. It
shows that the filtering process of the NRSE is acceptable since the ratio of Jest/Jimeas. is less
than one.

However, the most important performance index that can prove the aim of the research is
achieved is the computer time. The computer time for this algorithm should be as short as
possible as the size of the network becomes larger. Same as NRSE method, 5-bus system,
IEEE 14-bus, IEEE 30-bus, IEEE 57-bus, local utility 103-bus, IEEE 118-bus and IEEE 300-bus
system is tested. The results are compared with results obtained for existing NRSE method.
The final estimate of the proposed method compare with the actual and NRSE method is
shown in Figure 4 to 7 for 5-bus system, IEEE 14-bus, IEEE 30-bus and IEEE 57-bus
respectively. Due to space limitation, the results of final estimate for local utility 103-bus,
IEEE 118-bus and IEEE 300-bus system are not furnished in this section. The final estimated
results of the proposed method are exactly the same as results obtained in NRSE.
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Voltage magnitude (p.u.) Voltage phase (degree) Ex (%)
Bus . Estimated TRUE Estimated
no.- | TRUE |V| P s 5 A|V] A8
1 1.06 1.06071 0 0 0.06698 0
2 1.045 1.04551 -4.98 -4.99057 0.0488 0.21225
3 1.01 1.0105 -12.72 -12.75775 0.0495 0.29678
4 1.019 1.01249 -10.33 -10.2318 0.63886  0.95063
5 1.02 1.0165 -8.78 -8.75767 0.34314  0.25433
6 1.07 1.07042 -14.22 -14.4546 0.03925  1.64979
7 1.062 1.05997 -13.37 -13.25646 0.19115  0.84921
8 1.09 1.09076 -13.36 -13.25655 0.06972  0.77433
9 1.056 1.05337 -14.94 -14.83789 0.24905  0.68347
10 1.051 1.05239 -15.1 -15.04667 0.13225  0.35318
11 1.057 1.05759 -14.79 -14.87054 0.05582  0.54456
12 1.055 1.05389 -15.07 -15.30079 0.10521  1.53145
13 1.05 1.04744 -15.16 -15.33827 0.24381  1.17592
14 1.036 1.03124 -16.04 -16.08195 0.45946  0.26153
Table 6. State Vector for IEEE 14-bus system.
System i I R R Test/]
Bus meas. est. ave max est/ J meas.
5 0.0115 0.0088 0.0274 0.3861 0.7638
IEEE 14 0.5713 0.2257 0.0881 1.5950 0.3952
IEEE 30 1.0942 0.6221 0.0668 2.0470 0.5685
IEEE 57 1.00E+05 4.76E+04 8.21E-01 1.65E+03 0.4748
103 1.1473 0.7844 0.0413 6.3426 0.6837
IEEE 118 1.12E+00 5.69E-01 6.14E-04 3.96E+00 0.5096
IEEE 300 1.09E+00 6.45E-01 3.09E-02 4.65E+00 0.5943

Table 7. Performance Indices
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Fig. 4. (a) & (b) The final estimate for voltage vector of 5-bus system.
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Fig. 5. (a) & (b) The final estimate for voltage vector of IEEE 14-bus system.
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Fig. 6. (a) & (b) The final estimate for voltage vector of IEEE 30-bus system.
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Fig. 7. (a) & (b) The final estimate for voltage vector of IEEE 57-bus system.

On the other hand, the proposed method is certainly advantageous by considering the
performance computational speed. Table 9 shows the average processor time taken for the
overall process. The overall algorithm is developed using Matlab 7.0 and the programs are
tested on computer with the CPU time of 504 MB of RAM and the speed of CPU is
Pentium(R) 3.40 GHz.
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System NRSE Proposed n
H time G time BD time Convtime Total H time G time BD time

bus sec sec sec sec sec sec sec sec
5 3.13E-02 1.88E-01 9.38E-02  4.69E-02 3.28E-01 | 1.56E-01 5.16E-01  9.38E-O0:
IEEE 14 3.13E-02 219E-01 9.38E-02 7.81E-02 3.75E-01 | 2.66E-01 6.56E-01 9.38E-0:
IEEE 30 3.13E-02 3.28E-01 1.09E-01 4.69E-02 5.63E-01 | 2.81E-01 7.66E-01 1.25E-0:
IEEE 57 1.09E-01 9.84E-01 1.56E-01 1.72E-01 1.38E+00| 4.84E-01 1.33E+00 1.56E-0
103 1.22E+00 8.16E+00 8.28E-01  1.02E+00 1.37E+01| 5.00E-01 3.31E+00 8.44E-0
IEEE118 | 1.52E+00 1.13E+01 1.41E-01 4.69E-01 1.54E+01|2.97E-01 4.56E+00 4.69E-0
IEEE 300 | 2.52E+01 2.28E+02 1.05E+01 3.48E+00 3.03E+02|4.25E+00 8.33E+01 9.75E+0

Note : H time is the time taken to build Jacobian Matrix; G time is the time taken to build the Gain N
taken to process the bad data algorithm.
Table 9. Processor Time Comparison of NRSE vs Proposed method.
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For the sake of analysis, the tabulated data in Table 9 is converted in graph figure as shown
in Figure 8 to 10. It is clearly show that processor time increases considerably when size of
network become larger. This applied to the both methods. However, comparing the two
methods, the proposed method uses significantly less processor time than that of the NRSE
method when the size of network becomes larger.
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Fig. 8. Total processing time comparison of NRSE vs Proposed method.
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8. Discussion.

It has been illustrated in Figures 8 through 10 that the proposed method does not provide
any advantage when applied to a small network. However, the advantages of the proposed
method can be seen when it is applied to a large network. Processing time reduction is
achieved when the network size is large. To understand this phenomenon, let us examine an
N-bus network with a maximum number of measurements where N is number of busses
and Nbr is number of branches. The assumptions made for the case of full measurements are
as follows:

- All active power (P) and reactive power (Q) are measured at the sending and receiving

end of each transmission line
- Active and reactive power injection, as well as voltage magnitude are measured at each
bus in the system

- The number of states (2N -1) is approximately equal to 2N.
In NRSE method, the sub-matrix Hy, shown in Eq. 13 and Eq. 14, is constant, i.e. 0 or 1.
Therefore they need not to be computed at each iteration resulting in very small
computation time. The sub-matrices of Hy;j, Hpji, Hyj and Hgyji have exactly the same zero and
nonzero structures as the network branches. This is because each line flow is incident to its
two terminal buses. Thus, these sub-matrices are sparse and may not take longer time to
compute. On the other hand, the sub-matrices of Hp and Hp involve derivatives of real and
reactive power injections into the buses. When the measurement set is full, the sub matrix in
matrix Hp and Hg will be of size N x N. Each sub-matrix will have N diagonal terms and N2
off-diagonal terms. For each diagonal term, N numbers of trigonometric functions are to be
evaluated and for each off-diagonal term, one trigonometric function is to be evaluated.
Therefore,

total number of trigonometric functions that are to be evaluated = § N2 (37)

In the proposed method, the sub-matrix of Hy is the same as in NRSE method. However, the
rest of the sub-matrices totally depends on 16 numbers of partial derivatives of line flows,
shown in Eq. 15 through Eq. 30. For each partial derivative of line flow, 2 trigonometric
functions are to be evaluated. Meanwhile, to compute calculated powers, 4 numbers of line
flows, shown in Eq. 6 through Eq. 9 are to be computed. For each calculated power, 2
trigonometric functions are to be evaluated. Therefore the number of trigonometric
functions that are to be evaluated is equal to 32 Nbr + 8 Nbr. Taking Nbr =14 N,

total number of trigonometric functions that are to be evaluated = 56 N (38)
Based on Eq. (37) and Eq. (38), we can conclude that the proposed method uses significantly

less number of mathematical operations and hence takes less CPU time particularly for
larger networks compared to the NRSE method.

9. Conclusion.

Newton-Raphson State Estimation (NRSE) method using bus admittance matrix remains as
an efficient and most popular method to estimate the state variables. In this method,
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elements of Jacobian matrix H are computed from standard expressions which lack physical
significance. The process of computing the elements of the Jacobian matrix is significantly
time consuming step which requires evaluation of large number of trignometric functions. It
is significant, especially in large scale power system networks. In order to reduce the
computation time, a simple algorithm to construct the H matrix is presented in this chapter.
This can be easily fit into the NRSE method.

It is recognized that each element of the H matrix is contributed by the partial derivatives of
the power flows in the network elements. The elements of the state estimation Jacobian
matrix are obtained considering the power flow measurements in the network elements.
Network elements are processed one-by-one and the H matrix is updated in a simple
manner. The final H matrix thus constructed is exactly same as that obtained in available
NRSE method.

Systematically constructed Jacobian matrix H is then integrated with WLS method to
estimate the state variables. The final estimates and time taken to converge are recorded and
compared with results obtained from NRSE method available in the literature. The results
proved that the suggested method takes lesser computer time compared with available
NRSE method, particularly when the size of the network becomes larger. The suggested
procedure is successfully tested on IEEE standard systems and found to be efficient.
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