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Application of Artificial Evolution to Obstacle 
Detection and Mobile Robot Control 

Olivier Pauplin and Arnaud de La Fortelle 
National Institute for Research in Computer Science and Control (INRIA), IMARA Team 

France 

1. Introduction 

The Fly Algorithm is an evolutionary algorithm used for stereoscopic reconstruction. In the 
classical approach, a pair of stereo images is processed in order to extract 3-D information 
and to infer a representation of the scene. Conversely, the Fly Algorithm builds potential 3-
D models of the scene and tests their consistency with the two stereo images. This chapter 
will present some recent improvements of the algorithm, and its concrete application to 
obstacle detection and avoidance in mobile robotics. 
Section 2 presents the notion of individual approach in evolutionary algorithms and the 
principle of the Fly Algorithm. New genetic operators are introduced. Several internal 
parameters can drastically change the algorithm behaviour: this issue is the topic of 
section 3, where a Pareto multi-objective optimisation leads to the obtention of an efficient 
set of parameters. 
Section 4 describes a real time application to automatic driving on an electrical vehicle of the 
IMARA Team (INRIA). We focus on stop/go control and on direction control in order to 
avoid obstacles in front of the vehicle. The methods used are explained and results are 
shown. 
Finally, section 5 concludes the chapter and gives some ideas of future work to further 
improve the algorithm. 

2. The Fly Algorithm 

2.1 Presentation 

Evolutionary algorithms (Holland, 1975; Goldberg, 1989; Rechenberg, 1994), inspired by the 
evolution of species by natural selection, reproduction and mutation, are now common and 
widely used optimisation methods. The usual goal of these optimisation methods is to 
search the extremum of a function – called fitness function, or objective function – that is to 
say the best individual of the population after a certain number of iterations. The so called 
individual approach (or Parisian approach) (Collet et al., 1999) considers the solution to a 
problem to be given not only by the best individual, but by the whole population, or a 
significant part of the population. That is made possible by an appropriate formulation of 
the problem, splitting the representation of the object to be optimised into smaller primitives 
evolved separetly. 

Source: Frontiers in  Evolutionary Robotics, Book edited by: Hitoshi Iba, ISBN 978-3-902613-19-6, pp. 596, April 2008, I-Tech Education 
and Publishing, Vienna, Austria
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The Fly Algorithm (Louchet, 2000; Boumaza & Louchet, 2003; Pauplin et al., 2005) is an 
evolutionary algorithm based on the individual approach, and used in the domain of 
computer vision (Jähne, 1999). The aim of the algorithm is to drive the population of 
individuals, defined as 3-D points (the “flies”) in front of a pair of cameras, into suitable 
areas of the search space, corresponding to the surfaces of objects present in the scene. The 
search space where the flies evolve is the intersection of the two cameras’ field of view, as 
shown on figure 1. 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Example of device using the Fly Algorithm (top view) 

The population of flies is initialised at random in the search space, and then evolves 
following the steps of an evolutionary algorithm. 

2.2 Evaluation 

The fitness function used to evaluate a fly compares its projections on the left and right 
images given by the cameras. If the fly is on an object’s surface, the projections will have 
similar neighbourhoods on both images and hence this fly will be attributed a high fitness. 
The mathematical expression of the fitness function is: 

 

∑ ∑
∈

++−++

∇∇
=

colours Nji

RRLL

RL

jyixRjyixL

MxMx
flyF

),(

2)],(),([

)(.)(
)(

 (1) 

where: 

• (xL , yL) and (xR , yR) are the coordinates of the projections of the current individual in 
left and right images 

• L(xL+i , yL+j) is the grey value at the left image at pixel (xL+i , yL+j), similarly with R for 
the right image 

• N is a neighbourhood around the projection of each fly, introduced to obtain a more 
discriminating comparison of the flies 

• )( LMx∇  and )( RMx∇  are absolute values of the horizontal component of Sobel 

gradient on ML and MR, which are the projections of the fly in left and right images. 
That is intended to penalise flies which project onto uniform regions, i.e. less significant 
flies. 

More details about the fitness function used can be found in (Pauplin et al., 2005; Pauplin, 
2007). 
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2.3 Sharing and selection 

If nothing is done to prevent it, flies tend to gather around a unique point of the search 
space. Such a population does not give a 3-D description of the scene. In order to force flies 
to explore the whole search space, a sharing (Boumaza, 2001) reduces the fitness of flies 
packed together. 
The sharing is applied to the projections of the flies in the left image. A grid divides the left 
image into squares (figure 2), and the new fitness is given by: 

 
sharingsharing CnflyFflyF ×−= )()(  (2) 

where n is the number of flies projecting into the same square as the considered fly, and 
Csharing (sharing coefficient) is a coefficient whose value can be tuned experimentally. A high 
sharing coefficient prevents areas in the search space to be unexplored, but also results in a 
lower average fitness. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. The grid used to apply the sharing. Flies appear as red dots 

The selection is based on the values of Fsharing. The population is ranked according to Fsharing 
and the best half is kept and forms the population of parents (S/2 individuals, S being the 
size of the population). S/2 children must be created. 

2.4 Genetic operators 

The population of offspring is created by applying one of five genetic operators S/2 times – 
each operator creates one child at a time. For each child, which genetic operator will be used 
is determined according to probabilities (pi , i = 1 … 5) assigned to each operator. 
The five genetic operators are described hereafter. 

• Initialisation or “immigration”. An individual is created at random. That ensures a 
constant exploration of the search space. 

• Mutation. A new individual is created by adding random perturbations to a parent’s 
coordinates. The random perturbations belong to the interval [-im , im]. 

• Rank-scaled mutation. An individual is picked at random among the parents. The 
interval of mutation is modified as follows, in function of the rank r of the parent: 
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The mutation operator is then applied with im’ instead of im. That multiplies by two the 
interval of mutation for the parent with the lowest fitness, and divides it by two for the 
best parent. It can be indeed interesting to create new individuals close to the better 
parents. Conversely, a parent with a low rank is probably not on an object’s surface, 
and it is probably not efficient to create an individual in this area. 

• Elitist mutation. Two new individuals are created by mutation. Only the best of the two 
children is kept. Unlike the usual mutation, this elitist mutation is not a simple 
exploration of the search space but effectively tends to increase the average fitness of 
the population. However, it requires to evaluate two individuals, which may be a 
drawback for a real-time application. 

• Crossover. The crossover can be useful to detect flat surfaces or oblong objects. Three 
individuals are picked at random in the best half of the parents, and the two closest of 
these three individuals are combined to produce one child. That aims to rarefy 
crossovers between far away parents, which are probably not on the same object, or 
between parents which are not on an object at all. The child is obtained as a classical 
linear combination of the coordinates of the two parents: 

 

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

⋅−+⋅

⋅−+⋅

⋅−+⋅

→
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
×
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

21

21

21

3

2

2

2

2

1

1

1

1

)1(

)1(

)1(

zz

yy

xx

fly

z

y

x

fly

z

y

x

fly

λλ

λλ

λλ
 (4) 

where λ is a random number belonging to [-0.1 , 1.1]. This interval is a bit larger than 
usual [0 , 1] weighting so as to avoid contraction: the potential underlying object can be 
larger than the segment linking the two parents. 

3. Parameters adjustment 

As in most evolutionary algorithms, the convergence and robustness of the algorithm 
depend on numerous internal parameters. Inappropriate values of parameters may for 
instance lead to a very slow convergence or to a premature convergence to a local optimum. 
In this section we will try to find a set of parameters allowing the fastest and most efficient 
convergence of the algorithm, in order to enable its use in real time obstacle detection and 
robot control. 
The Fly Algorithm pursues two antagonist objectives: 

• to increase the average fitness of the population 

• to exlore the whole search space. 
Genetic operators tend to realise the first objective, whereas the sharing tends to realise the 
second one. However, the number of parameters makes it uncertain, if not impossible, to 
tune the parameters manually. A solution consists in batch-testing a great amount of sets of 
parameters and evaluating the results according to given objectives. 

3.1 Objectives and parameters 

The two objectives above-mentioned can be computed as follows. 

• Average fitness of the best third of the population. 

• Diversity of the population: we chose to measure the diversity using a grid similar to 
(but not identical to) the one used in the sharing, on the left image (cf. figure 2). The 
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number of horizontal divisions of the diversity grid has been set to 30, which enables an 
accuracy high enough for our applications (the view angle of our cameras is 42.5 
degrees, hence the average angle corresponding to one division of the grid is 1.4 
degrees). The diversity can be estimated as: 

 

squares

squares

averagesquare

N

NfNf

Pdiv

∑
=

),min(

)(  (5) 

where: 

• P is the population 

• Nfsquare is the number of flies in the considered square 

• Nsquares is the total number of squares 

• Nfaverage = S / Nsquares , S being the population size. 
We chose eight parameters: 
● Sharing coefficient Csharing, varying in [0 , 0.65] 
● Number of horizontal divisions of the sharing grid, varying in [5 , 75] 
● Interval of mutation, varying in [0 , 2] (metres) 

● Probabilities of the five genetic operators, pi , i = 1 … 5, varying in [0 , 1] with Σpi = 1. 

3.2 Pareto front 

Generally, the optima of the different objectives are not reached for the same set of 
parameters. The aim of Pareto’s method is to display a collection of optimal compromises 
between the objectives. These optimal solutions form the Pareto front. 
In the case of a maximisation problem with l objectives, an individual X* belongs to the 
Pareto front if there is no other solution X which verifies the condition: 

 ],1[ lk ∈∀ ,   *)()( XfXf kk >  (6) 

In other words, no other solution is better than X* for all the objectives. 

3.3 Procedure and results 

200000 sets of parameters have been picked at random. The algorithm runs 0.25 seconds for 
one set of parameters, and then computes the two objectives corresponding to the final 
population; that is repeated nine times, so that the algorithm runs ten times for each set of 
parameters. The average of the ten values of fitness and diversity obtained gives the values 
of the two objectives for that set of parameters. 
It is important to run the algorithm for a given duration, not a given number of iterations, as 
the length of iterations depends on the parameters. The size of the population is fixed to a 
standard value: S = 3000. 
The results appear on figure 3: the performances of the 200000 sets of parameters are 
represented in the space of objectives. The Pareto front (green) is made of 237 sets of 
parameters, which are the best compromises found for these two objectives. 
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Average fitness of the best third of the population 
Figure 3. 200000 sets of parameters in the space of objectives. 237 sets of parameters form the 
Pareto front 

It is difficult to justify the choice of one set of parameters belonging to the Pareto front 
instead of another. In the context of obstacle detection and automatic driving, diversity is 
mainly a way not to miss a new object entering the search space. Moreover, the density of 
flies must be significantly different in the areas where an object is present and in the empty 
areas. Hence, after several tests, it appeared that sets of parameters located on the “high 
fitness” side of the Pareto front were far better adapted to our applications than sets of 
parameters on the “high diversity” side of the Pareto front. We have finally chosen the 
compromise presented in table 1, which is located on the Pareto front with an average 
fitness around 5. 
These parameters have proved experimentally to be much more efficient than other 
parameters manually tuned. They have been used to realise the experiments presented in 
section 4. 

 

Sharing coefficient: 0.15 

Number of horizontal divisions of the sharing grid: 30 

Interval of mutation: 0.35 m 

Probabilities to apply genetic operators:  

 Initialisation 0.15 

 Crossover 0.27 

 Elitist mutation 0.23 

 Mutation 0.15 

 Rank-scaled mutation 0.2 

Table 1. Chosen set of parameters 

Diversity 
of the 

population 
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4. Application to mobile robotics 

4.1 Material 

The IMARA team (INRIA, France) owns electrical vehicles – CyCabs – which can be driven 
manually or automatically. A pair of cameras has been installed in front of a CyCab and 
connected to an embedded PC on which runs the Fly Algorithm. That PC is connected to 
CyCab controlers and can send them speed or direction instructions. 
The two cameras provide rectified stereo images so that the three axes of each camera are 
parallel two by two, and their optical centers belong to the same horizontal axis (x). As a 
result, the computation time to calculate the projections of flies in left and right images is 
minimal. 
The computer used is a standard PC under Windows XP, 2 GHz, 1 GB RAM. 
 

 

Figure 4. The CyCab 

4.2 Collision avoidance 

The aim is to deliver a stop order when an obstacle appears close enough in the field of 
vision, in order to avoid frontal collision. The general idea is to see each fly as the source of a 
“warning value”, higher when: 

•  the fly is in front of the vehicle (|x| small) 

•  the fly is near the vehicle (z small) 

•  the fly has a high fitness value. 
The average of the warning values of the best part of the population gives a global 
indication of the probability that an obstacle is in front of the vehicle and that a collision 
could happen. A threshold can be experimentally determined, beyond which a stop signal 
has to be sent. 
The function used to assign a warning value to each fly is made of three factors 
corresponding to the three conditions above: 

 γFzxwflyw space ×= ),()(  (7) 
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where x, z and F are the coordinates and the fitness value of the fly. 
wspace(x,z) gives the weight of the fly in the global warning value according to its position in 
the 3-D space. It does not have to depend on y as the search space has been vertically limited 
between the ground and the height of the CyCab. The parameter β  allows to set the 

distance (on z) at which an object is considered as a potential risk (figure 5). 
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Figure 5. Influence of the parameter β  (left: β  = 1, right: β  = 2) 

Given the relatively small speed of a CyCab, around 2 m/s, we wish to distinguish between 
obstacles closer than z = 5 m (for x = 0) and those beyond z = 5 m. That is achieved when the 
value of β  is such that the function 
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has a slope which is maximal (in absolute value) when z = 5 m. The maximal slope in 
absolute value of 

0)( =xspace zw  is in z = z0 given by 

 
10

0z=β  (10) 

For our application, z0 = 5 m so we can take β  ≈ 1.58. 

Another parameter  from equation 7 is γ , the exponent of the fitness value. A small value 

for γ  would favour flies with a small fitness, which are not very reliable. On the other hand, 

a high value for γ  would favour better flies but could make the global warning value 
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depend on a few individuals with a high fitness, which would considerably increase the 
noise of the warning, as a small variation in a fitness value would result in a large variation 
in the warning value. 

 

 
No obstacle Pedestrian at 6 m Pedestrian at 4 m 

Figure 6. Scenes used to determine γ  

The value of γ  has been determined experimentally, considering the ratio between the 

average warning value when an obstacle is at 4 m and the average warning value when an 
obstacle is at 6 m, on the one hand, and the ratio between these values when an obstacle is at 
4 m and when no immediate obstacle is present. Figure 7 and 8 show these ratios in function 
of γ . The scenes used for the experiment are shown on figure 6. 

The curves on figure 7 and 8 have a different aspect, because when a pedestrian is present at 
4 or 6 m the flies gather on him (with high fitness values), whereas when no obstacle is 
present the flies have a roughly uniform density in the space (with very low fitness values). 
It is then possible that, when γ  = 0, the average value of wspace(x,z) in the population is 

higher in the case of an empty scene than when an obstacle is present at 6 m. That shows 
that figure 7 is not enough to determine γ . 

The value of γ  is a compromise fulfilling the following conditions: 

• The average warning value of a scene showing no obstacle must be lower than the one 
of a scene showing an obstacle at 6 m. 

• The average warning value of a scene showing an obstacle at 6 m must be lower than 
the one of a scene showing an obstacle at 4 m. 

• The warning values obtained on the scenes of figure 6 must be significantly different, in 
particular the “min” value on figure 7 should not be too close to 1. 

According to figure 7 and figure 8, γ  can be chosen between 1 and 2. That has been 

confirmed experimentally on the CyCab. We also checked that the value γ  = 4 makes the 

CyCab stop inopportunely. 
Results of individual warning values are shown on figure 9. Figure 10 shows the evolution 
of the global warning value when the CyCab moves towards a pedestrian; during the first 
12.3 seconds, no obstacle is detected (the pedestrian is too far), and the global warning value 
is close to 0. The decision to stop the CyCab is given by a comparison of the global warning 
value with a threshold, for example 0.4 or 0.5. 
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Figure 7. Average warning value obtained with an obstacle at 4 m divided by the average 
warning value obtained with an obstacle at 6 m 

 

 

 

 

 
 

Figure 8. Average warning value obtained with an obstacle at 4 m divided by the average 
warning value obtained without any obstacle 
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Figure 9. Warning values in different situations. Left column: flies are represented as dots. 
Right column: flies appear as spots as dark as their warning value is high 
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Figure 10. Evolution of the global warning value when the CyCab moves towards a 
pedestrian 

4.3 Direction control 

In some cases, objects are present in the scene but there is no immediate risk of collision. We 
can consider modifying the trajectory of the robot so that it will move forward staying as far 
as possible of the objects. The CyCab being a non holonom robot, it can not change its 
orientation without moving forward (or backward). The first signal to be sent to the CyCab 
controlers, after processing the actual population of flies, is the stop/go signal based on the 
global warning value (cf. previous section). If that signal is a “go”, a direction control is 
computed and sent to the wheels’ controlers. 
The method we use is based on the warning values. The projection on the horizontal plan of 
the search space is divided into Nsectors sectors centered on the intersection of the two 
cameras’ field of view, as described by figure 11. 
 
 
 
 
 
 
 
 
 
 
 
Figure 11. Example of division of the space in five sectors (Nsectors = 5) 

The average warning value is computed for each sector, which gives a measure of the 
obstruction in each corresponding direction. Those values are compared to a threshold, and 
those under the threshold are considered equal to zero. This threshold, relatively low, is 
necessary for the case where no obstacle would be present. The number Nsectors is a 
compromise: too small a number of sectors makes the representation of the obstruction 
imprecise, and too high a number makes it less reliable (the number of flies in each sector 
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must be high enough to give a reliable information). We have obtained good experimental 
results with five or seven sectors. It is appropriate to take an odd number of sectors, so it is 
possible to go straight ahead. 
Let φ be the angle of the direction where to go, φ = 0 corresponding to the “straight” 
direction, as shown on figure 11. We tested two strategies. 

• Strategy 1: the CyCab goes in the direction corresponding to the sector with the smallest 
warning value. If several sectors have a warning value equal to zero (which happens 
frequently due to the threshold), the direction chosen among these sectors is the closest 
to φ = 0. 

• Strategy 2: the CyCab goes in the direction “opposed” (see below) to the sector 
corresponding to the highest warning value. If the warning values of each sector are 
null, the CyCab goes straight. If the highest warning value is in the direction φ = 0, the 
CyCab goes on the very left or the very right depending on the warning values in these 
directions. 
Let Φ be the direction of the highest warning value. The opposed direction is defined 
by: 
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α  being the horizontal view angle. For instance, on figure 11, the direction opposed to 

“+2” is the direction “-1”, the direction opposed to “+1” is the direction “-2” (and vice 
versa). 

Both strategies have been tested on a CyCab. The strategy 2 has proved more satisfying. The 
strategy 1 gets easily trapped, specially if Nsectors is high (7 or more). For example, if the 
highest warning value is in direction “+1”, the CyCab will go straight until it is stopped by 
the anti-collision signal. The strategy 2 is more active (the CyCab goes straight only if no 
obstacle is detected), which results in a greater efficiency for obstacle avoidance. 
Three steps of the trajectory of a CyCab controlled by strategy 2 are shown on figure 12. 

• Step (a): a pedestrian is detected on the right. The CyCab starts to turn left. 

• Step (b): the border of the road is now detected on the left. The CyCab starts to turn 
right. 

• Step (c): no more obstacle. The CyCab goes straight. 

 
(a) (b) (c) 

Figure 12. CyCab controlled by strategy 2 
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5. Conclusion 

The Fly Algorithm embedded in a CyCab is able to detect obstacles, and to compute stop/go 
and direction controls accordingly, in real time. That is largely due to the optimisation of the 
efficiency conducted in section 3. It is also due to the fact that we have voluntarily stayed 
close to the natural output of the algorithm – a cloud of 3-D points – and have used it 
directly, without any prior processing. The control strategies tested are very simple and may 
be improved. 
Future work includes speeding up the frame processing using CMOS sensors – which may 
be well adapted to the computation of the fitness of the flies - instead of CCD, and to 
increase the speed using FPGA in the evaluation part of the evolutionary algorithm. 
Concerning the algorithmic part, we could consider adapting dynamically the search space 
according to the application or the conditions (e.g. the speed of the robot). Other ways to 
enhance the algorithm could be to change the set of parameters during the convergence 
period (a bit like Simulated Annealing), and to change the paradigm (at the moment: use a 
lot of very simple features, here 3D-points) and to use more complex features with dynamics 
adapted to the use. This is then closer to swarm work. But it could also offer a better 
interaction with more classical obstacle detection/classification: use the Fly Algorithm to 
detect region of interest within which dedicated algorithm would refine the detection. An 
open problem is then: can we also use this detection to enhance the Fly Algorithm runs? 
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When executing tasks by autonomous robots, we can make the robot learn what to do so as to complete the

task from interactions with its environment, but not manually pre-program for all situations. Many researchers

have been studying the techniques for evolutionary robotics by using Evolutionary Computation (EC), such as

Genetic Algorithms (GA) or Genetic Programming (GP). Their goal is to clarify the applicability of the

evolutionary approach to the real-robot learning, especially, in view of the adaptive robot behavior as well as

the robustness to noisy and dynamic environments. For this purpose, authors in this book explain a variety of

real robots in different fields. For instance, in a multi-robot system, several robots simultaneously work to

achieve a common goal via interaction; their behaviors can only emerge as a result of evolution and

interaction. How to learn such behaviors is a central issue of Distributed Artificial Intelligence (DAI), which has

recently attracted much attention. This book addresses the issue in the context of a multi-robot system, in

which multiple robots are evolved using EC to solve a cooperative task. Since directly using EC to generate a

program of complex behaviors is often very difficult, a number of extensions to basic EC are proposed in this

book so as to solve these control problems of the robot.
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