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Introductory Chapter: Machine 
Learning in Finance-Emerging 
Trends and Challenges
Jaydip Sen, Rajdeep Sen and Abhishek Dutta

1. Introduction

The paradigm of machine learning and artificial intelligence has pervaded our 
everyday life in such a way that it is no longer an area for esoteric academics and 
scientists putting their effort to solve a challenging research problem. The evolution is 
quite natural rather than accidental. With the exponential growth in processing speed 
and with the emergence of smarter algorithms for solving complex and challenging 
problems, organizations have found it possible to harness a humongous volume of 
data in realizing solutions that have far-reaching business values.

Financial services, banking, and insurance remain one of the most significant 
sectors that has a very high potential in reaping the benefits of machine learning and 
artificial intelligence with the availability of rich data, innovative algorithms, and 
novel methods in its various applications. While the organizations have only skimmed 
the surface of the rapidly evolving areas such as deep neural networks and reinforce-
ment learning, the possibility of applying these techniques in many applications 
vastly remains unexplored. Organizations are leveraging the benefits of innovative 
applications of machine learning in applications like customer segmentation for 
target marketing of their newly launched products, designing optimal portfolio 
strategies, detection, and prevention of money laundering and other illegal activities 
in the financial markets, smarter and effective risk management is credit, adherence 
to the regulatory frameworks in finance, accounts, and other operations, and so 
on. However, the full capability of machine learning and artificial intelligence still 
remains unexplored and unexploited. Leveraging such capabilities will be critical for 
organizations to achieve and maintain a long-term competitive edge.

While one of the major reasons for the slow adoption of AI/ML models and meth-
ods in financial applications is that the algorithms are not well known and there is an 
inevitable trust deficit in deploying them in critical and privacy-sensitive applica-
tions, the so-called “black-box” nature of such models and frameworks that analyzes 
their internal operations in producing outputs and their validations also impede faster 
acceptance and deployment of such models in real-world applications.

This introductory chapter highlights some of the challenges and barriers that 
organizations in the financial services sector at the present encounter in adopting 
machine learning and artificial intelligence-based models and applications in their 
day-to-day operations.
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The rest of the chapter is organized as follows. Section 2 presents some emerging 
applications of machine learning in the financial domain. Section 3 highlights emerg-
ing computing paradigms in finance. Some important modeling paradigms in the era 
of machine learning and artificial intelligence are discussed in Section 4. Section 5 
discusses some new challenges and barriers currently faced by the financial modelers. 
Some emerging risks, new choices, and modern practices in financial modeling are 
presented in Section 6. Finally, Section 7 concludes the chapter.

2. Emerging application of machine learning in finance

With the increasing availability and declining cost for complex models executing 
on high-power computing devices exploiting the unlimited capacity of data storage, 
the financial industry is geared up to exploit the benefits of machine learning to lever-
age a competitive business edge. While some of the use cases have already found their 
applications in the real world, others will need to overcome some existing business 
and operational challenges before they are deployed. Some of the applications are 
mentioned below.

Risk Modeling: One of the major applications of AI/ML models and algorithms is 
in the extensive domain of risk modeling and management [1]. While on one hand, the 
risk modeling credit and market is a critical application of machine learning, on the 
other hand, a non-finance application such as operational risk management, compli-
ance, and fraud management is also quite important. The majority of the classification 
approaches and modeling techniques in machine learning such as binary logistic 
regression, multinomial logistic regression, linear and quadratic discriminant analy-
sis, and decision trees, etc., are the foundational building blocks of applied modeling 
in the real world. However, in data science applications, the availability of data and its 
richness play a pivotal role. Hence, in data-rich applications such as credit risk model-
ing and scoring, designing mortgage schemes, the AI/ML models have already made 
substantial inroads in comparison to scenarios such as low default credit portfolios for 
well-known parties that lack the availability of data. Fraud analytics remains another 
intensive area of AI/ML applications in the non-financial domain.

Portfolio Management: The portfolios are designed based on the recommenda-
tions of smart algorithms that optimize various parameters with return and risk being 
the two most important ones [2]. Using the information provided by the users such 
as their ages of retirement, amount of investment, etc., and other associate details 
such as their current ages, current assets at hand, the algorithm allocate the invested 
amount into diverse asset classes to optimize the return and the risk associated with 
the portfolio. Once an initial allocation is made, the algorithm continuously moni-
tors the market environment and changes the allocation so that the portfolio remains 
at its optimized level always. These AI-enabled portfolio managers, known as the 
Robo-advisors are increasingly being used in real-world portfolio design due to their 
superior adaptability and optimization skill to their human counterparts.

Algorithmic Trading: Algorithmic trading exploits the use of algorithms to carry 
out stock trading in an autonomous manner with minimal human intervention [3]. 
Invented in 1970, algorithmic trading deploys automated pre-programmed stock 
trading instructions that can be executed very fast and at a very short time interval 
(i.e., at a very high frequency) to optimize trading returns and objectives. Machine 
learning and artificial intelligence have pushed algorithmic trading into a new dimen-
sion where not only advanced trading strategies can be made very fast but also deep 
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insights can be made into the stock price and overall market movements. While most 
hedge funds and financial organizations do not make their trading strategies public, it 
is well known that machine learning, of late, is playing an increasingly important role 
in calibrating high-frequency, high-volume trading decisions in real-time for critical 
applications.

Fraud detection and analysis: Fraud detection and analysis is one of the most 
critical machine learning applications in the finance industry [4]. There is an 
increased level of security and privacy risk associated with sensitive information both 
from the organization and personal front due to ubiquitous availability of connectiv-
ity, high computational power in devices, an increased amount of data stored and 
communicated online. These issues have changed the way online fraud analysis and 
detection are being made. While detection in earlier days used to depend on matching 
a large set of complex rules, the recent approaches are largely based on the execu-
tion of learning algorithms that adapts to new security threats making the detection 
process more robust while being agile.

Loan and Insurance Underwritings: Loans, credit, and insurance underwriting 
is also an area where the large-scale deployment of machine learning models can be 
made by financial institutions for achieving competitive advantage [5]. At large banks 
and insurance firms, the availability of historical data of consumers, financial lend-
ing/borrowing information, insurance outcomes, and default-related information 
in paying debts, can be leveraged in training robust machine learning models. The 
learned patterns and trends can be exploited by the learning algorithms for lending 
and underwriting risks in the future to minimize future defaults. The deployment of 
such models can lead to a paradigm shift in business efficiency and profit. However, 
at present, there is a limited utilization of such models in the industry as their deploy-
ments are largely confined within large financial institutions.

Financial Chatbots: Automation in the finance industry is also an outcome of the 
deployment of machine learning and artificial intelligence. Accessing the relevant 
data, machine learning models can yield an insightful analysis of the underlying 
patterns inside them that helps in making effective decisions in the future. In many 
cases, these models may provide recommended actions for the future so that the busi-
ness decision can be made in the most efficient and optimum way. AI-based systems 
in financial applications also can minimize their errors learning fast from their past 
actions that also reduce wastages of precious resources including time. AI chatbots 
provide an effective way of interaction with the customers while automating many 
routine tasks in a financial institution [6].

Risk Management: Machine learning techniques are revolutionizing the way cor-
porates handle the risks associated with their operations. Risk management examples 
are diverse and infinite ranging from deciding about the amount a bank should lend a 
customer or how to improve compliance to a process or the way risk associated with a 
model can be minimized [7].

Asset price prediction: Predicting future asset prices is one of the most chal-
lenging tasks that finance professionals have to do frequently. The price of an asset is 
affected by numerous factors driven by the market including speculative activities. In 
the classical approach, an asset price is determined by analyzing historical financial 
reports and past market performances. With rich data available, of late, machine 
learning-based models have started playing significant roles in predicting future asset 
prices in a robust and precise manner [8].

Derivative pricing: In the traditional approach, derivative pricing models 
are designed on numerous assumptions which do not hold good in the real world. 
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These assumptions attempt to establish an empirical relationship among several pre-
dictor variables such as the strike price, maturity time, and option type, and the target 
variable which is the price of the derivative. Machine learning models have gotten rid 
of the requirement of such assumptions as they attempt to fit in the best possible func-
tion between the predictors and the target by minimizing the error. Accuracy and the 
minimal time needed for the deployment of the models in real-world use cases make 
machine learning the most impactful paradigm in the task of derivative pricing [9].

Money Laundering: As per a report published by the United Nations, it is 
estimated that 2–5% of the world’s aggregated GDP is accounted for the amount of 
money being laundered worldwide. Machine learning models can find applications in 
detecting money laundering activities with minimal false-positive cases [10].

3. Emerging paradigms in computing in finance

Several new capabilities and approaches and frameworks in machine learning, 
data science, and artificial intelligence have become available to the modelers and 
engineers for all disciplines including finance professionals and researchers. Some of 
them are as follows.

Virtual Agents: The machine learning paradigm will witness the increasing 
deployment of agents in various tasks. These agents have the capability of performing 
complex data mining tasks through a large set of policy rules, defined procedures and 
regulations, and provide automated responses to queries.

Cognitive Robotics: The robots in the cognitive domain have the power of 
automating several tasks which are currently done by humans. This automation 
comes with an additional level of sophistication, speed, and precision in performing 
the tasks.

Text Analytics: The applications of sophisticated algorithms, frameworks, and 
models of natural language processing in analyzing voluminous and complex finan-
cial contracts and documents help processing and decision making faster and more 
accurately with minimal associated risks.

Video Analytics: Advancements in the fields of computer vision, image process-
ing, speech processing, and speech recognition together with the exponential growth 
in hardware capabilities have led to very promising progress in compliance, audit, 
model validation in various financial applications including automated generation 
and presentation of financial reports.

4. Emerging trends in modeling techniques

With the increasing proliferation of machine learning models in innovative 
applications in the financial industry, some computing and modeling paradigms will 
find more adoption. Some of them are as follows.

Sparsity-aware learning: Sparsity-aware learning has evolved as an alternative 
model regularization approach to address several problems that are usually encoun-
tered in machine learning [11]. Considerable effort has been spent in designing such 
frameworks in an iterative manner for solving estimation tasks of model parameters 
avoiding overfit.

Iteratively designing schemes such frameworks in solving estimation tasks of 
model parameters avoiding overfit.
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Sparsity-aware learning systems are well-suited in financial modeling applications 
leading to extremely robust and accurate models for various applications in finance.

Reproducing Kernel Hilbert Spaces: Reproducing Kernel Hilbert Spaces (RKHS) 
is essentially a Hilbert space function that evaluates a continuous function in the linear 
space [12]. These functions find important applications in statistical learning as every 
functional representation in RKHS represents minimization of an empirical function 
embodying the associated risk, and the representation is made as a linear combination 
of the data points in the training set transformed by the kernel function. Accordingly, 
RKHS has a very high potential in risk modeling and evaluation in finance.

Monte Carlo simulation: This method of modeling provides the modeler with a 
large range of possible outcomes and probabilities that they will occur for any choice 
of action that is taken. It is used in a diverse set of domains like finance, energy, 
project management, and monitoring, research and development, and insurance. It 
performs risk analysis by designing models of possible results by substituting a range 
of values – a probability distribution – for any factor that has inherent uncertainty. 
The ability in handling uncertainty makes this approach particularly popular in 
modern-day modeling in finance [13].

Graph theory: Multivariate financial data pose a very complex challenge in 
processing and visualization in addition to being difficult in modeling. Graph theory 
provides the modeler with a very elegant, efficient, and easily interpretable method 
of handling multivariate financial data [14].

Particle filtering: It is a method of modeling nonlinear and non-Gaussian systems 
with a very high level of precision. Its ability to handle multi-modal data makes it 
one of the most effective and popular modeling techniques in many fields including 
finance [15]. Stated in simple words, particle filtering is a technique for identifying 
the distribution of a population that has a minimum variance by identifying a set 
of random samples traversing through all the states to obtain a probability density 
function that best fits into the original distribution and then substituting the integral 
operation on the function by the mean of the sample.

Parameter learning and convex paths: While optimization methods have been 
proved to be very effective in training large-scale deep neural networks involving 
millions of parameters, the regularization of these methods has become of paramount 
importance for proper training of such networks [16]. Accordingly, intensive work 
has been also carried out in estimating the biases associated with the optimum value 
of the objective function arrived at by the algorithms. The estimation of such biases 
provides the modeler with an idea about the degree of inaccuracy in the models for 
critical applications including financial modeling.

Deep learning and reinforcement learning: The application of machine learning 
in finance has largely been manifested in the form of models built on deep neural net-
work architecture and smarter algorithms for the optimization and training of such 
networks. Reinforcement learning-based models have made the automation of such 
models a reality. A vast gamut of applications, such as algo trading, capital asset pric-
ing, stock price prediction, portfolio management can be very effectively designed 
and executed using deep learning and reinforcement learning frameworks [17–26].

5. New challenges in financial modeling

Despite the numerous opportunities and advantages that machine learning and 
artificial intelligence-based applications are likely to provide to the financial sector, 
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there will be some initial challenges and barriers too. This section highlights some of 
the challenges as follows.

Data challenges: While the availability of data in finance is quite plenty, the 
time series data in finance (e.g., stock prices) are quite small in size for data-hungry 
machine learning and deep learning models. Models built on limited time series 
data are naturally less trained and improperly designed. The result is a sub-optimal 
performance of the models. Another problem in finance is that financial data cannot 
be synthesized unlike images in the fields of computer vision and image processing. 
Since finance data cannot be synthesized, one has to wait for financial data to be 
produced in the real world before using them in model training and validation. The 
third challenge with financial data is the high level of noise associated with high-
frequency trading data. Since high-frequency data in finance are invariably associ-
ated with a high level of noise, the machine learning models trained on such noisy 
data are intrinsically imprecise. Data evolution in finance poses the fourth challenge. 
Unlike data in most other fields, where the data features do not change with time, the 
features in financial data in harmony with financial markets evolve and change with 
time. This implies that financial variables will not carry the same meaning and sig-
nificance over a long period, say one decade. The changes in the semantic meaning 
and significance of financial variables make it particularly difficult for the machine 
learning model to derive a consistent explanation and learning over a reasonably 
long period [27].

Black-box nature of the models: Machine learning and artificial intelligence-
based models are black-box in nature [28]. In these models, while the outputs from 
the model are available and most of the time, they are easily interpretable, the biggest 
shortcoming is their lack of power of explanation of the output. In many critical 
applications in finance, mere outputs are not sufficient, and strong logical support 
for explaining the output is mandatory to instill sufficient confidence in the minds 
of the decision-makers. In absence of such explainable characteristics of the machine 
learning models, it will always remain a difficult job for the modelers to advocate the 
suitability of such models in critical business use cases.

Validation challenges of the models: Due to their higher complexity and opaque-
ness in operation, the machine learning models pose some significant challenges to 
risk management and validation [29]. While the regulators demand the machine 
learning models to comply with the SR 11–7 and OCC 2011–2012 standards of risk 
management, the optimum execution of the models may not be possible if all those 
guidelines are to be strictly adhered to. Model risk is an event that occurs when a 
model is designed following its intended objective but it introduces errors while in 
execution yielding inaccurate results from the perspective of its design and business 
use case. Another manifestation of model risk can happen when a model is built and 
deployed inaccurately or with faults without proper knowledge about its limitations 
and shortcoming.

Challenges in model testing and outcome analysis: The performance of a model 
and its accuracy in testing are evaluated by outcome analysis [29]. Since the neural 
network model has a natural tendency to overfit or underfit the data based on the 
training, it is imperative on the part of the model evaluation team to address the 
bias-variance trade-offs in the training and validation process. Since the traditional 
k cross-validation procedure used in backtesting of predictive models does not work 
effectively for machine learning model validation, the machine learning model vali-
dators should take particular care in carrying out normalization and feature selection 
before model training and validation. Validation loss and accuracy should be strictly 
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monitored and analyzed to ensure that no overfitting or underfitting is present in 
the model before it is sent to the production phase. Neural network models are also 
difficult to evaluate on their sensitivity analysis as these models lack explainability. 
Since establishing a functional relationship between the explanatory variables and the 
target variable in a neural network model is a difficult task unlike statistical models, 
sensitivity analysis between the inputs and the output may involve a computationally 
involved challenge while the results of the analysis may be quite complex.

Challenges with models designed by vendors: As per the requirements specified 
in SR 11–7 and OCC 2011–2012 standards, models supplied by vendors are required 
to adhere to the same rigor as internally developed models [29]. However, in many 
practical situations, due to proprietary restrictions testing of vendors supplied models 
becomes a challenge. For vendor-supplied models, banks and financial institutions 
will have to mostly rely on softer forms of validation. The softer form of validation 
may include periodic review of model performance and conceptual soundness, 
stringent assessment of model customization, review of the development process, 
and applicability of the model in the portfolio of operations of the bank.

6. Emerging risks, new choices, and modern practices

In all domains including finance, the major cause that contributes to the risk in a 
machine learning model is the complexity associated with the model. The machine 
learning algorithms are intrinsically very complex as they work on voluminous and 
possibly unstructured data such as texts, images, and speech. As a consequence, 
training of such algorithms demands sophisticated computing infrastructure and a 
high level of knowledge and skill on the part of the modelers. However, countering 
such complexities with overly sophisticated models can be very counterproductive. 
Instead of adopting a complex approach, the banks and financial institutions should 
understand the risks associated with their business and operations and manage them 
with simple model-validation approaches. The issues that will dominate the risk 
management landscape for machine learning models in the financial industry are – (i) 
interpretability of the models, (ii) model bias, (iii) extensive feature engineering, 
(iv) importance of model hyperparameters, (v) production readiness of models, (vi) 
dynamic calibration of models, and (vii) explainable artificial intelligence. These 
issues are briefly discussed below.

Model interpretability: Since all machine learning models are essentially black 
boxes, their interpretability requirements have to be determined by the banks and 
financial institutions based on the risk associated with their use cases [28]. While 
some use cases may demand a highly granular and transparent interpretation of the 
model’s working, the requirements for some use cases may not be so stringent. For 
example, in credit granting by banks to its customers, there may be a clear explana-
tion required to be given by a machine learning model in cases where such credits 
are refused by the banks. However, another use case that involves minimal risk to 
the bank’s operations such as recommendation of a product sent to the mobile app 
installed on a customer’s hand-held device may not demand any understanding of the 
reason why the model has made such recommendation.

The model validation process should make sure that models comply with their 
intended objectives and policies. Despite being black-box in nature, machine learning 
models come with various provisions for their interpretation. Depending on the type 
of the model, these approaches may be widely different as discussed below.
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Models like linear regression which are not only linear but monotonic in their 
behavior, the coefficients associated with the explanatory variables exhibit their 
respective influence on the target variable in the model.

Ensemble models such as ada boosting or gradient boosting, are nonlinear but 
monotonic in their behavior. In these monotonic models, if the explanatory variables 
are restricted in their values, the restriction will cause either an increase or a decrease 
in the value of the target variable. This monotone nature of the models simplifies the 
contributions of the explanatory variables in the predicted values of the target vari-
able by the model.

The complex deep neural network-based models which are not only nonlinear 
but also non-monotonic have methods like Shapley additive explanations (SHAP), 
and local interpretable model agnostic explanations (LIME) for their global and local 
interpretability.

Model bias: Machine learning models are susceptible to four different types of 
bias. These biases are, (i) sample bias, (ii) bias in measurement, (iii) bias due to 
algorithms, and (iv) bias towards or against a particular category of people [29]. For 
example, the algorithm used in building a random forest model has a bias towards 
input features that have a more distinct set of values. For example, a model built on a 
random forest algorithm for assessing potential money laundering activities is likely 
to be biased towards the features with a higher number of levels in its categories (e.g., 
occupation), while features having a lower number of categorical levels (e.g., coun-
try) might be better suited to detect money laundering activities. To counter the issues 
about algorithmic bias, the validation processes must be equipped with the ability 
to select the most appropriate algorithm in a given context. Feature engineering and 
designing challenger models are some of the methods to counter algorithmic biases in 
models. The bias against or in favor of a particular group of people can be avoided by 
defining a fair set of policies by the banks and financial institutions. Models should be 
tested for fairness for various cases, and necessary corrections should be made in case 
aberrant outputs are produced by the models.

Extensive feature engineering: The task of feature engineering involves much 
more complications in machine learning and deep learning models than classical 
statistical models. The factors that contribute to the increased complexity in feature 
engineering in machine learning are as follows: The first and the most obvious reason 
is the large number of features involved in machine learning models. First, machine-
learning models usually involve a very large number of input variables. The second 
reason is due to the increased use of unstructured data input in machine learning 
models. Unstructured data like text, images, and speech involve an enormously large 
number of features after data preprocessing which add to the complexity in modeling. 
The use of commercial-off-the-shelf frameworks in modeling such as AutoML has 
also led to an increased number of features as these frameworks automatically gener-
ate derived features from the raw data for providing a better fit of the models into 
the data in the training phase. While such an approach leads to better training, it is 
very likely to yield overfitted models in most practical use cases. The banks must have 
a robust feature engineering strategy in place for mitigating their operational and 
business risks. The feature strategy is likely to be different for a diverse set of applica-
tions. In the case of highly critical and risk-intensive applications like the evaluation 
of credit-worthiness of customers, every single feature in the model needs to be 
assessed very closely. On the other hand, for routine applications involving low risks, 
an overall review of the feature engineering process involving a robust data wrangling 
step may be sufficient.
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Model hyperparameters: In machine learning models, the algorithms have 
parameters associated with them that are not parameters of the models. For example, 
the number of levels in the constituent decision trees of a random forest (also known 
as the depth of the trees), or the number of hidden layers in the architecture of a deep 
learning model must be decided before the models can be trained. Stated differently, 
the parameters are not determined from the training data of the models, and these 
are called hyperparameters of the models. The values of hyperparameters in machine 
learning models are most often determined by trial-and-error methods or brute force 
search methods like grid search. The absence of an exact and efficient way of finding 
the optimum values of the hyperparameters makes designing machine learning and 
deep learning models a particularly challenging task as a wrong choice of values of 
the hyperparameters can lead to imprecise models. Of late, banks and other financial 
institutions are depending more on sophisticated binary classification models built on 
support vector machines with the additional capability of text analytics for analyz-
ing customer complaints. However, these models will be difficult to generalize for a 
multitude of applications as they will be sensitive to the kernel used in the training.

Production readiness of models: Unlike statistical models which are designed 
as an aggregation of rules of codes to be executed in a production system, machine 
learning models are built on algorithms requiring intensive computations most of the 
time. However, in many situations, financial model developers ignore this important 
point and tend to build overly complex models only to find later that the production 
systems of the banks are unable to support such complexity. A very simple example 
could be a highly complex deep learning model built for detecting frauds in financial 
transactions that is unable to satisfy the latency constraint in its response. To ensure 
that the machine learning models are production-ready, the validation step should 
make a reliable estimation of the volume of data that the model will require to process 
on the production architecture [30].

Dynamic calibration of models: There is an adaptable class of machine learn-
ing models that can dynamically modify their parameters based on the patterns in 
the data [31]. An obvious example is a model built on the reinforcement learning 
approach. While the autonomous learning of such models is a great boon, there is 
also a new type of risk associated with such models. In absence of sufficient external 
control and with too much emphasis on learning from the short-term patterns on 
the data, the long-term performance of the models may be adversely affected. The 
consequence is an additional complexity in financial modeling – when to recalibrate 
the model dynamically? The dynamic recalibration time will also need to be adapted 
for different applications like algorithmic trading, creditworthiness determination, 
etc. A comprehensive validation process should now include a set of policies that will 
guide the modelers in evaluating dynamic recalibration so that the model can adhere 
to its intended objectives while appropriate controls are in place for ensuring that 
risks are mitigated when they emerge. This is surely not going to be an easy task as 
it will involve the complex job of thresholding, identifying the health of the models 
based on their critical metrics of performance on out-of-sample data.

Explainable artificial intelligence: In the explainable artificial intelligence 
paradigm, an AI program scans through the code of another AI program and attempts 
to explain the operating steps and the output yielded by the latter program. This 
approach can be exploited to adjust the values of the explanatory variables in a 
predictive model so that the desired value of the target variable (i.e., the output of the 
model) is obtained [32]. In this way, explainable AI provides a very easy and elegant 
way to record, analyze and interpret the learning method of a complex model and for 
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repeating the same in the future. Although the computing paradigm is still in research 
labs, its adoption in a commercial environment especially in the financial industries is 
not far away.

7. Conclusion

In the days to come, the financial industry will show increasingly more reliance 
on machine learning and artificial intelligence-based emerging methods and models 
to leverage competitive advantages. While the regulatory and compliance will evolve 
into a more standardized framework, machine learning will continue to provide the 
banks and other financial institutions more opportunities to explore and exploit 
emerging applications, while being more efficient in delivering the existing services. 
While the emerging techniques discussed in the chapter will play their critical roles 
in mitigating future risks in models, they will also guide the authorities in designing 
effective regulations and compliance frameworks in risk-intensive applications like 
creditworthiness assessment, trade surveillance, and capital asset pricing. The model 
validation process will increasingly be adapted to mitigate machine learning risks, 
while considerable effort and time will be spent in fine-tuning the model hypermeters 
in handling emerging applications. However, banks will have more opportunities 
to deploy the models in a large gamut of applications, gaining competitive business 
advantages and mitigating risks in operations.

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of 
the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), 
which permits unrestricted use, distribution, and reproduction in any medium, provided 
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