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Chapter

Forecasting and Modelling of Solar
Radiation for Photovoltaic (PV)
Systems
Ines Sansa and Najiba Mrabet Bellaaj

Abstract

Solar radiation is characterized by its fluctuation because it depends to different
factors such as the day hour, the speed wind, the cloud cover and some other
weather conditions. Certainly, this fluctuation can affect the PV power production
and then its integration on the electrical micro grid. An accurate forecasting of solar
radiation is so important to avoid these problems. In this chapter, the solar radiation
is treated as time series and it is predicted using the Auto Regressive and Moving
Average (ARMA) model. Based on the solar radiation forecasting results, the pho-
tovoltaic (PV) power is then forecasted. The choice of ARMA model has been
carried out in order to exploit its own strength. This model is characterized by its
flexibility and its ability to extract the useful statistical properties, for time series
predictions, it is among the most used models. In this work, ARMA model is used to
forecast the solar radiation one year in advance considering the weekly radiation
averages. Simulation results have proven the effectiveness of ARMA model to
forecast the small solar radiation fluctuations.

Keywords: solar radiation, PV power, forecasting, ARMA, fluctuation

1. Introduction

Solar energy is a renewable energy source, clean and inexhaustible. It is based on
the photovoltaic effect to convert solar energy into electricity through solar cells.
PV panels was mainly installing in isolated areas to provide them the electricity but
in the last few years a considerable amount of electricity has been generated from
solar energy in different countries in the world. In 2019, the global installed solar
energy capacity has reached 586.42 GW [1]. This significant growth will may be
continuing in the future due to its several technological, environmental and eco-
nomic benefits.

Like some other renewable energies, solar energy is intermittent. Its production
is so related to the solar radiation received on the earth. Therefore, it is possible to
forecast solar energy from a relevant forecasting of solar radiation. Different tech-
niques have been developed in the literature to forecast solar radiation. Most of
them treat it as time series. These techniques are based on the historical solar
radiation data, they treated and followed the solar radiation evolution on the past.
Based on the historical data, a model is created to characterize the solar radiation
behavior in the past. Therefore, the forecasting of solar radiation on a given time
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interval is based on this created model. The aim of this chapter is the forecasting of
solar radiation using ARMA model. Based on these results and taking into account
some other parameters, the PV power is then modeled. A general overview of solar
radiation and its different propagation forms is presented in the first part of this
chapter. Then, a brief literature review on solar radiation forecasting techniques
will be the subject of the next part. After that, the ARMA model will be used to
forecast the annual solar radiation corresponds to an industrial company by consid-
ering the weekly radiation averages. PV power is modeled in the following section
and based on the forecasting solar radiation results, it is presented for different PV
panels number. The end section concludes and summarizes this chapter.

2. General presentation of solar radiation

The sun is a vital element, necessary for photosynthesis, important for plants
and fundamental for the thermal balance of different component of the crop. 75% of
its composition is Hydrogen and the rest is Helium [2]. The sun is the primary
source of electromagnetic radiation in Earth. It emits energy in the form of electro-
magnetic waves called solar radiation which mainly composed of visible light, ultra
violet and infrared radiation. Visible light is the part of electromagnetic spectrum
visible with the naked eye, its wavelength is depended to the individual. The ultra
violet radiation is characterized by a wavelength greater than 800 nm, it is also
called black light. This type of radiation is not visible with the naked eye. The
infrared is a radiation with a wavelength less than 400 nm. It is greater than that of
visible light but shorter than that of micro wave. When the solar radiation passes
through the atmosphere, it is reduced due to its molecular scattering and its
absorption by gas molecules. Ultra violet and infrared radiations are the two most
absorbed. The amount of energy received on earth is depended to the atmosphere
thickness and to some other factors such as the seasonal and cloud variations.

2.1 Propagation of solar radiation in the atmosphere

By propagating in the atmosphere, solar radiation can be diffused, absorbed or
reflected,

• Reflected radiation: the radiation is reflected by the earth’s surface and the soil
reflects the radiation in a diffuse and anisotropic manner.

• Diffused radiation: the radiation is diffused in all direction, this phenomenon is
occurred in a medium containing fine molecules and it strongly depends to
these molecules size.

• Absorbed radiation: the radiation is absorbed by gas molecules that it
encounters in atmosphere, this absorption is mainly due to water vapor, carbon
dioxide and ozone.

These different interaction of solar radiation with atmosphere are recapitulated
in the Figure 1 [3].

2.2 Modeling of solar radiation

Several theories are developed in the literature to model solar radiation [4–6].
Therefore, at a specific moment and in a given location, the solar radiation cannot
be modeled without requiring some factors such as the sky nature and the sun
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position. As mentioned previously, solar radiation has three different components,
reflected, diffused and absorbed. All these components are modeled by the global or
total solar radiation as presented in the Eq. (1).

Rtot ¼ Rdir þ Rdif þ Rref (1)

With Rtot represents the total solar radiation, Rdir, Rdif and Rref are respectively the
directed, diffused and reflected solar radiation. Each of these radiations is sensitive to
certain parameters and are calculated as presented in the following equations,

Rdir ¼ Sh:Rout:τM: cos ið Þ (2)

Rdiff ¼ Rout: 0:271� 0:294:τM
� �

: sin αð Þ (3)

Rref ¼ r:Sc: 0:271þ 0:706:τM
� �

: sin αð Þ: sin 2 x

2

� �

(4)

With Sh is a binary umbrage value, it is computed for each hour in day. Sh is
assigned to 0 when the solar radiation is projected to the neighboring mountain
umbrage, else it is assigned to 1. r represents the soil reflectance; it is also called the
reflection factor. Sc is the constant solar equal to 1367 W/m2. To define the other
parameters, a recourse to the geometry between sun and earth as well as to the charac-
teristics of the solar flux are needed. Indeed, the position of the sun in the sky depends
to the time and latitude. It is defined by two angles which characterized the altitude and
the solar azimuth. The altitude angle α is defined as presented in the below Eq. [7].

sin α ¼ sinφ: sin δð Þ þ cos φð Þ: cos ηð Þ (5)

With φ and η are respectively the latitude for each cell and the solar time. δ
represents the solar declinaition, this parameter depends to the year day j and
expressed as written in Eq. (6),

δ ¼ 23:45: sin 360:
284þ j

365

� �

(6)

The azimuth angle β is defined as presented in the Eq. (7)

Figure 1.
Interaction between solar radiation and the atmosphere [3].
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cos β ¼ sin δ:cosφ� cosδ: sinφ: cos ηð Þ=cosα (7)

Rout represents the solar flux, it depends to the solar constant Sc and the year
day j, it is written as indicated in the Eq. (8),

Rout ¼ Sc: 1þ 0:034: cos
360j

365

� �� �

(8)

τM represents the transmissivity coefficient, it is defined as the fraction of the
solar radiation incident on the atmosphere surface that reaches the soil along a
vertical trajectory. In the mountain area, a correlation factor linked to the atmo-
spheric pressure p/p0 must be used. The path length is presented by the lettre M
and written as shown in the Eq. (9),

M ¼ M0:
P

P0
(9)

M0 is calculated following the Eq. (10) and the p/p0 represents the correlation
factor of atmospheric pressure, it is calculated as defined in the Eq. (11).

M0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1229þ 614: sin αð Þ2
q

� 614: sin αð Þ (10)

P

P0
¼

288� 0:0065:h

288

� �5:256

(11)

An incidence angle i between the sun ray and the soil surface must be taken into
account when the solar radiation is converged to sloping areas. This angle is
depended to the sun position and to the topography and it is written as described
the below equation,

cos i ¼ cos α: sin x: cos β� βsð Þ þ sin α: cos x (12)

With x and βs represent respectively the slope and the exposure, they are taken
in degrees. It should be noted that the Eq. (1) describes the solar radiation without
taking into account the clouds effects. To take them into account, a coefficient Kc
must be added. So the expression of solar radiation in the presence of clouds Rtotc

will be written as presented in the Eq. (13).

Rtotc ¼ Kc:Rtot (13)

The Kc coefficient is depended to the cloudiness N and calculated as described in
the Eq. (14).

Kc ¼ 1� 0:75:
N

8

� �3:4
 !

(14)

3. Forecasting of solar radiation

3.1 Forecast horizon

Before forecasting, it must specify firstly the horizon forecasting. The choice of
this horizon is relative to the problem to be treated. They are four forecasting
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horizon categories which are the very short term, the short term, the medium term
and the long term. Each of these horizons is characterized by a time interval as
described in the following paragraph,

• Very short term: the time horizon of this forecasting category does not exceed a
few hours, usually it is used for the intra-day market.

• Short term: the time horizon of this category is between 48 hours and 72 hours.
This type of forecasting horizon is useful for the daily dispatching electrical
power.

• Medium term: the time horizon of this forecasting term is done for more than
one week to one month. It intervenes in the planning of the power system. It is
also used for the dispatching of the conventional power plants.

• Long term: the time horizon of this type is done from one month to one year. It
is useful for long term planning operations such as expansion projects for
power generation units.

3.2 Solar radiation forecasting techniques

In the literature, different techniques are proposed to the forecasting of solar
radiation [7]. It is possible to classify them into four groups, the naïve models, the
conditional probability models, the reference models and the connectionist models.
A description of each of these techniques is described in the following sub sections.

3.2.1 Naïve model

They are the smallest techniques for time series forecasting. For a given horizon,
the forecasting is based on the last observed variable [8]. The mean, the persistence
and the k nearest neighbors are registered under these models.

3.2.1.1 Mean forecasting method

The mean forecasting method consists to substitute the variable to be forecasted
by the mean available data assigned to this variable. It is a simple technique to apply
but it is so expensive in terms of history [7]. If N corresponds to the number of
historical data, the forecasting of a variable x at a given horizon h is described as
presented in the Eq. (15).

x̂tþh ¼
1

N

X

N

i¼1

xi (15)

3.2.1.2 The persistence

This technique is based on the repetition of a measurement from time t to time
t+h [7]. If the considered horizon h is 1, the forecasting of a variable data at time
time t+1 is defined as written in the Eq. (16).

x̂ tþ 1ð Þ ¼ x tð Þ (16)
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This predictor type is often used in time series forecasting because it is so easy to
implement and it does not require a large historical data base. On the other hand, it
is imprecise and it does not lead to an improvement in time series.

3.2.1.3 The k nearest neighbors

This technique is derived from the artificial intelligence, it consists to find in
time series, a set of k data similar to those that to be predicted [9]. The determina-
tion of k is done by different algorithm [7]. This technique is, in general, efficient in
the time series forecasting, however, it is sensitive to the dimensionality and to the
irrelevant variables.

3.2.2 Conditional probability models

We cite as an example for these types of models those of Marcov chains and
Bayesian inferences.

3.2.2.1 Marcov chain

This technique is rarely used for the forecasting of solar radiation [10]. It is a
stochastic process that has the Markovian property [11]. A future state is modeled
by a probabilistic process which depends only to the present states. Following
Markov chain, the forecasting of a variable at a given horizon h is defined as
presented in the Eq. (17).

Xtþh ¼ Xt:R
h
M (17)

With RM represents the transition matrix of Markov chain, its dimension
depends to several factors such as the number of available data and the precision
nature [12].

3.2.2.2 Bayesian inferences

This method is mainly based on the conditional probability; it is rarely used for
the forecasting of solar radiation. This method is very difficult to handle and it
requires several parameters. The estimation of the probability of a series at a given
horizon can be done by Bayes theorem as described in the Eq. (18).

p A=Bð Þ ¼
p B=Að Þ:p Að Þ

p Bð Þ
(18)

3.2.3 Connectionist models

The first artificial neuron was created by Warren McCulloch and Walter Pitts in
1943 [13]. The structure of this neuron is imitated from the biological neuron as
presented in the Figure 2 [14]. An artificial neural network (ANN), is an assembly
strongly connected of formal neurons. It is characterized by an excellent capacity of
learning and generalization as well as a speed of processing. Its ability to learn and
generalize makes it a very powerful tools. It has proven, in recent years, its effec-
tiveness in various research fields. ANNs are subdivided into two large families,
static and dynamic neural network. The choice of the one or the other of these two
networks depends to the application to be processed, the available information and
the complexity model [15].
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3.2.4 Conditional probability models

These are models from the large family of Auto Regressive and Moving Average
(ARMA). ARMA is the combination of two models, the Auto Regressive (AR) and
Moving Average (MA). It is characterized by its ability to extract useful statistical
properties. Thus, it is among the most widely used models for time series forecasting.
Its effectiveness to forecast solar radiation is well proven in certain research work
[16]. AR model assumes that each point can be forecasted by the sum of p previous
points plus a random error term. The expression of AR model with an order p (AR
(p)) is written as presented in the Eq. (19),

x tð Þ ¼ α1:x t� 1ð Þ þ α2:x t� 2ð Þ þ … αp:x t� pð Þ þ εt (19)

with αi represent the AR coefficients and εt is a white noise.
The moving average process assumes that each point is the sum of q previous

errors plus its own error. The expression of MA model with an order q (MA(q)) is
written as presented in the Eq. (20).

x tð Þ ¼ β1:e t� 1ð Þ þ β2:e t� 2ð Þ þ … βq:e t� qð Þ (20)

With βi are the MA coefficients. A combination of these two models forms the
ARMA model with order p and q, its expression is described in the Eq. (21).

x tð Þ ¼ α1:x t� 1ð Þ þ α2:x t� 2ð Þ þ … αp:x t� pð Þ þ β1:e t� 1ð Þ
þ β2:e t� 2ð Þ… βq:e t� qð Þ þ εt (21)

The major requirement of ARMA model is that the time series studied must be
stationary. A series is considered stationary when its statistical properties such the
mean and the variance are constant over time [17]. The distribution of a stationary
series at time t is identical to that at time t-1. The unit root is among the stationarity
tests. Autos-correlations and partial autos-correlations diagrams can be used also to
prove the stationarity of time series.

If the time series is proved stationary, an approach must be followed to define
the p and q orders. Box and Jenkins methodology is used to determine them, it
contains four steps, identification of the model, estimation of the parameters, the
validation of the selected model and finally the use of this model for forecasting.

Figure 2.
Schematic diagram of an ANN structure neuron model [14].
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• Identification: this is the most important step, it aims to identify the p and q
orders. This is done by examining the auto correlation and the partial auto
correlation diagrams of the time series.

• Estimation of parameters: the determination of p and q orders does not reflect
the validation of this model. It is necessary to estimate the ARMA(p,q)
selected. This estimation can be made by the student test.

• Validation model: this validation is carried out by applying two tests on the
residues, the Ljung-Box test and homoscedasticity test to ensure that the
residuals are white noises.

• The use of model: the selected ARMA model can be used in forecasting.
However, in order to ensure the validity of this model, it must be tested on a
data base already known. It should find good forecasting performances by
comparing the data forecasted by this model and those already known.

3.3 Solar radiation forecasting using ARMA model

The objective of this section is to forecast the solar radiation using ARMAmodel.
The data base solar radiation considered for the forecasting is the set of solar
radiation measurements corresponds to an industrial company located in Barcelona
north [18]. The time interval of these measurements is five minutes, they are taken
every day for a whole year as presented in the Figure 3.

To refine the representative curve, just the weekly solar radiation averages are
taken into account as presented in the Figure 4.

To apply ARMA model, it must study the stationarity of this series.
Correlograms corresponding to the auto-correlations and to the partial auto-
correlation to this series are presented in the Figure 5.

The auto-correlation coefficient of order 1 is close to 1 and the correlogram
shows a slow regression which is typical of non-stationary series. Dickey Fuller test
is thus applied using EViews software; it proves the weak stationary of this series as
shows in the Figure 6.

Figure 3.
Annual solar radiation evolution.
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Figure 4.
Weekly solar radiation averages.

Figure 5.
(a) Auto-correlation and partial auto-correlation (b) correlograms of annual solar radiation.

Figure 6.
Dickey fuller test results for weekly solar radiation series.
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The differentiation of this series is necessary in order to make it stationary. The
following Figure 7 shows the evolution of the differentiated weekly solar radiation.

The Dickey Fuller is thus applied and it proves the stationary of this series as
shown in the Figure 8. Thereafter, the different Box and Jenkins methodology steps
are followed to obtain finally the optimal ARMA model that reproduces the best the
behavior of this series. Orders p and q, coefficients α1, α2 and β1 of the ARMAmodel
are recapitulated in the Table 1.

Figure 7.
Differentiated weekly solar radiation evolution.

Figure 8.
Dickey fuller test results for the differentiated weekly solar radiation series.

ARMA (p,q)

Order Coefficients

p = 2 α1 = �1.0342; α2 = �0.4023

q = 1 β1 = 0.7483

Table 1.
Orders and coefficients of ARMA (2,1).
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In this paragraph, ARMA (2,1) model is used to forecast the differentiated
weekly solar radiation averages. The real solar radiation curve and the forecasted
one are presented in the Figure 9. It is clear that an approximation is observed
between the two curves for certain time intervals, especially when the solar radia-
tion does not present large fluctuations. For other moments time, the forecasted
solar radiation curve diverges from the real one. This is particularly observed when
the solar radiation presents large fluctuations. To confirm these results, the ARMA
model errors are presented in Figure 10.

Following the Figure 10b, it is clear that the relative error is small, it does not
exceed 15%. It is thus observed two peaks, the first one corresponds to the 16th
week of the year and the second is in the 36th week. Therefore, when we refer to the
real annual solar radiation curve, we observe a sudden fluctuation during these two
weeks. Indeed, 16th and 17th weeks correspond respectively to the last week of
April month and the first week of May. A considerable decrease of temperature is

Figure 9.
Solar radiation modeled by ARMA (2,1).

Figure 10.
Error (a) and relative error (b) of solar radiation modeled by ARMA (2,1).
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observed during this period; this is may be the main reason to the sudden decrease
of radiation. On the other hand, 37th and 38th weeks correspond to the two first
weeks of September month. At the end of this period, it is observed also a sudden
decrease of the temperature which affects considerably the solar radiation. Fur-
thermore, as the weekly solar radiation averages are considered for the forecasting,
it is obvious to have these large solar radiation variations especially in the switching
periods from one season to another one. The influence of temperature on solar
radiation evolution for April, May, September and October months are presented in
the Figure 11.

After forecasting solar radiation or any other parameters, a forecasting error
should always be calculated. An error in the forecasting context does not indicate a
fault or an anomaly as it is known in several other fields but rather a criterion to
evaluate the forecasting performances. In this study, Mean Square Error (MSE),
Mean Absolute Error (MAE) and Root Mean Square Error (RMSE) are calculated as
written in the Eqs. (22)–(24) [19]. ei (i=1… .n) represents the error measured between
the actual value and the forecasted one for sample i and n is the total number of
samples. Results are recapitulated in the Table 2, the MSE presents the lowest one
(0.2182), it is a small value which reflects the performances of ARMA (2,1) model
to forecast the solar radiation.

MSE ¼
1

n

X

n

i¼1

e2i (22)

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

n

Xn

i¼1
e2i

r

(23)

MAE ¼
1

n

Xn

i¼1
∣ei∣ (24)

Figure 11.
Influence of temperature on solar radiation (a) April and may weeks (b) September and October weeks.

Errors Performances

MSE 0.2182

MAE 0.2999

RMSE 0.4671

Table 2.
Errors of solar radiation forecasting using ARMA (2,1).
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4. Modeling and forecasting of PV power

The forecasting of PV power has a great importance to the best management of
grid connected PV systems as well as to the isolated micro grid which include PV
system as renewable energy source. Based on the literature, it is possible to forecast
the PV power by direct or indirect methods [20]. Direct methods consist to describe
models to directly forecast the amount of PV power or forecast the PV power
without using other metrological data. In this context, different approaches are
suggested which mainly the ANN and the machine learning techniques [20–22]. On
the other hand, the indirect methods consist to forecast the PV power based on the
forecasting of another meteorological data such as the solar radiation or the tem-
perature [20, 23]. Different physical and statistical approaches are proposed in this
field. The choice for the one or the other method is depended to the available data
and the forecast horizon term. In physical approaches, the PV power forecasting is
based on weather variables predicted by numerical weather prediction (NWP)
models and they are more suitable for the long term horizon. The statistical
approaches are based on past measured time data series and generally they are
appropriate for short term horizon. Moreover, the statistical approaches are simpler
than the physical approaches since they require less input data and lower
computation [24].

Figure 12.
PV power forecasting for different PV panels number (a) N=5 (b) N=20 (c) N=50 (d) N=100.
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In the following section, the PV power will be modeled and forecasted based on
the results of solar radiation forecasting, presented in the precedent section. Indeed,
the PV power generators are very often operating with a maximum power called
Maximum Power Point Tracker (MPPT) [25]. The maximum power PPV delivered
by a PV generator composed of N PV panels can be expressed as indicated in the
Eq. (25) [26].

PPV ¼ ηg:N:A:G (25)

With A represents the area of a single PV panel, it is expressed in m2. G is the
solar radiation measured in w/m2. ηg is the PV generator efficiency and it is
described as written in the Eq. (26) [27].

ηg ¼ ηr:ηpt: 1� βt: Tc � Trð Þ½ � (26)

ηr represents the reference efficiency of PV generator, it depends to the PV cells
materials. ηpt is the efficiency of power tracking equipment, it is equal to 1 if the
MPPT is perfectly used, βt is the temperature coefficient, it is expressed in °C. The
typical value of this coefficient varies between 0.004 and 0.006, usually, it is taken
in the range of 0.005°C [26]. Tc and Tr represent respectively the tcemperature
measured in the PV cells and the reference temperature. Tc depends to the ambient
temperature Ta and the radiation G as presented in the Eq. (27) [26].

Tc ¼ Ta þ G:
NOCT� 20

800
(27)

The typical NOCT value for polycrystalline cells is around 45°C. Taking into
account Eq. (26) and Eq. (27), the PV power is described as presented in the
Eq. (28).

PPV ¼ ηr:ηpt: 1� βt: Ta þG:
NOCT� 20

800
� Tr

� �	 


:N:A:G (28)

As shown in the Eq. (28), the evolution of PV power depends to several param-
eters such as the temperature, the solar radiation and the PV panels number.
Therefore, it is possible to forecast the PV power from the solar radiation forecast-
ing. So, if the PV cells used is the pollicrystalline and the area of a single PV panel is
2.25m2, the evolution of PV power for different PV panels number and based on the
solar radiation forecasting results is described as presented in the Figure 12.

5. Conclusion

This chapter focuses to model and to forecast the PV power based on the solar
radiation forecasting results. Some physical equations are presented firstly to define
in general the three different forms of solar radiation. They are explained taking
into account some topographical factors and geometric relations.

For solar radiation forecasting, a set of solar radiation measurements corre-
sponds to an industrial company is considered as data base. ARMA model is used to
forecast the weekly solar radiation averages. The simulation results obtained are
proven the effectiveness of this model to forecast the small variation of solar
radiation. On the other hand, it is observed the deterioration of ARMA model with
the large solar radiation fluctuations. The forecasting of PV power is carried out
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based on the obtained solar radiation forecasting results and taking into account
some other parameters such as the temperature, the PV cells materials and the PV
panels number.
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