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Chapter

Data Mining Applied for 
Community Satisfaction 
Prediction of Rehabilitation and 
Reconstruction Project  
(Learn from Palu Disasters)
Andri Irfan Rifai

Abstract

Natural disasters can occur anytime and anywhere, especially in areas with high disas-
ter risk. The earthquake that followed the tsunami and liquefaction in Palu, Indonesia, 
at the end of 2018 had caused tremendous damage. In recent years, rehabilitation and 
reconstruction projects have been implemented to restore the situation and accelerate 
economic growth. A study is needed to determine whether the rehabilitation and recon-
struction that has been carried out for three years have met community satisfaction. The 
results of further analysis are expected to predict the level of community satisfaction for 
the implementation of rehabilitation and other reconstruction. The method used in this 
paper is predictive modeling using a data mining (DM) approach. Data were collected 
from all rehabilitation and reconstruction activities in Palu, Sigi, and Donggala with the 
scope of the earthquake, tsunami, and liquefaction disasters. The analysis results show 
that the Artificial Neural Network (ANN) and the support vector machine (SVM) with a 
DM approach can develop a community satisfaction prediction model to implement reha-
bilitation and reconstruction after the earthquake-tsunami and liquefaction disasters.

Keywords: Community Satisfaction, Data Mining, Disasters, Reconstruction, 
Rehabilitation

1. Introduction

The Palu earthquake, Indonesia, on September 28, 2018, caused severe  damage 
with a reasonably broad impact. At the time of this writing, the atmosphere of 
grief and trauma of the people affected directly and indirectly began to disappear. 
The earthquake has a complete phenomenon in the movement of faults, tsunamis, 
landslides, and liquefaction events. Simultaneous liquefaction in several locations is 
unique in the world. This liquefaction phenomenon has received attention from the 
people in the world because the mudflow event during liquefaction has devastated 
infrastructure and housing on a massive scale [1].
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Palu City and its surroundings based on topographic, geological, and seismologi-
cal conditions can suffer damage due to earthquakes, including secondary disasters 
(tsunami, liquefaction, and cliff landslides). The earthquake in Palu on May 20, 1938, 
with a magnitude of 7.6 SR, was the previous incident with many fatalities. Studying, 
analyzing, and estimating all the supporting factors and the potential for disasters 
of such magnitude, the government needs to empower all components of society. 
The role of stakeholders in providing thoughts and recommendations is not accurate. 
Before and after an earthquake disaster occurs, they are better prepared psychologi-
cally and physically to reduce the impact of the disaster [2].

After a disaster with a significant impact, as mentioned above, various parties 
immediately carried out rehabilitation and reconstruction work, one of which was in 
transportation infrastructure. There are rehabilitation and reconstruction works on 
several roads, handling roads affected by liquefaction, including drainage systems, 
construction of retaining walls, construction of bridges, maintenance of bridges, and 
construction of access roads to permanent residences for disaster victims. According 
to its stages, the implementation of the rehabilitation and reconstruction was carried 
out, starting from recovery, trauma healing, permanent planning up to the overall 
reconstruction. The trauma healing stage is the starting point for the rehabilitation 
and reconstruction directly related to the community [3].

The implementation of rehabilitation and reconstruction due to natural disasters 
has not been completed yet. In early 2020 the Palu area could not avoid the non-natural 
disasters that plagued the world as a whole, namely the COVID-19 pandemic. This 
condition adds to the pressure to complete all stages of rehabilitation and reconstruc-
tion, especially work productivity which is directly impacted by restrictions on the 
labor movement. The decline in performance was mainly due to limited employee 
interactions with concerns and the potential risk of being exposed to the coronavirus. 
Covid-19 is transmitted by shedding droplets when an infected person coughs or 
exhales. Then, the released droplets will fall on nearby objects and surfaces, thereby 
polluting the surrounding environment [4].

Mitigation management and natural disaster recovery are an inseparable series 
of activities, starting from planning, mitigation, trauma healing, rehabilitation, and 
reconstruction, to socio-cultural recovery of the community. The speed and accuracy 
of planning play an essential role in achieving the success of post-disaster manage-
ment. A thorough understanding and mapping are required in determining the plan 
that can be implemented appropriately in the field. Planning and implementation of 
work must consider the latest conditions taking into account the potential for recur-
ring disasters. A thorough and well-targeted evaluation is required to ensure that the 
rehabilitation and reconstruction process runs according to the community’s expecta-
tions. One of the evaluations that can be done is to measure community satisfaction 
at the job site. Because community satisfaction is one of the essential things in 
measuring the success of rehabilitation and reconstruction, the valuable experience 
from this disaster incident can be developed by a community satisfaction prediction 
model. The model that is built is expected to be an improvement step in the process of 
implementing rehabilitation and reconstruction in other activities.

2. Literature review

This section describes the literature review by conducting an integrated study 
of various information collected from library sources to provide a background for 
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scientific development in rehabilitation and reconstruction. If necessary, comments 
and current knowledge trends will be included to show that the development of this 
knowledge can be included in the development of professionalism. In several sections, 
there is further information presented in different forms in implementing post-disaster 
rehabilitation and reconstruction. All information obtained from this literature 
review is used as a background to understand community satisfaction.

This paper will discuss about community satisfaction using a data mining 
approach. It is hoped that data mining can interpret and predict the data collected 
pre-during-post rehabilitation and reconstruction after the earthquake, tsunami, and 
liquefaction disaster. The use of data mining is believed to be able to provide a new 
approach in determining a better satisfaction level for the implementation of similar 
disaster management.

2.1 Disaster vulnerability

Apart from being famous for its wealth and natural beauty, Indonesia is also a 
country that is prone to disasters. This condition is because Indonesia is in a dynamic 
volcanic area and continental plates. This position also causes the shape of Indonesia’s 
relief to varying widely, from mountains with steep slopes to gently sloping areas 
along very long coastlines, all of which are susceptible to landslide, flood, abrasion, 
and tsunami hazards. Various hydrometeorological conditions sometimes threaten 
flooding and landslides, hurricanes or tornadoes, drought-related forest fires, etc. 
Another threat is disasters caused by various technological failures.

The condition of Indonesia with a reasonably high risk of natural disasters such 
as Sulawesi Island is a complex area. The location of the Sulawesi is a meeting place 
for three large plates. The plate is the Indo-Australian Plate moving north, the Pacific 
Plate moving west, the Eurasian Plate moving south-southeast, and the smaller 
plate, the Eurasian plate, which moves south-southeast, and the smaller plate, the 
Philippine Plate. Sulawesi, a young island in Indonesia, is located where subduction 
and collisions are still active. Based on existing rock blocks, the island of Sulawesi can 
be divided into three parts of the geological area. The first is West Sulawesi, where 
tertiary deposits and magma rocks are the dominant parts. Second, Central and 
Southeast Sulawesi mainly consisting of rocks from the early Cretaceous era. Thrid, 
East Sulawesi ophiolitic nappe covered Mesozoic and Paleozoic era sedimentary 
rocks [5].

Palu City is one of the capital cities in Sulawesi, which has a high risk of disaster. 
Palu was also passed by a significant fault that divides the city firmly on the surface. 
This fault is often referred to as the Palu-Koro fault, originally called the Fossa 
Sarassina fault. All geologists and geophysicists who are familiar with the Palu-Koro 
fault agree that this fault is active. An active fault will experience an earthquake at the 
exact location of the period. Several studies show repeated earthquakes for hundreds 
and thousands of years [6]. These faults are thought to have caused the history 
of earthquakes in the area to be quite long. The history of earthquakes in central 
Sulawesi has been recorded since the 19th century. Several major earthquakes with a 
sufficiently large record were in 1968 with 6.7 SR, 1993 at 5.8 SR, and 2005 at 6.2 SR. 
Meanwhile, the tsunami occurred in 1927 in Palu Bay with a wave height of 15 m, 1968 
in Malaga as high as 10 m, and 1996 in Simuntu Pangalaseang as high as 3.4 m [7].

This condition causes Palu’s vulnerability to earthquakes to be very high. The 
studies about earthquake vulnerability by conducting a microtremor test in Palu 
City based on the earthquake’s epicenter from the United States Geological Survey 
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(USGS), magnitude 6.3, which occurred on January 23, 2005 [5]. Microtremor survey 
to estimate the distribution of solid earthquake vibrations. From the survey, the peak 
acceleration, velocity, and earthquake susceptibility index were obtained. From these 
observations, it can be concluded that Palu City has soil conditions with shear wave 
velocity Vs. < 300 m/s. The peak acceleration can reach more than 400-gal, resulting 
in significant damage to the building. From microtremor research, it is found that the 
vulnerability index in hilly areas is low and vice versa. The earthquake vulnerability 
index in the alluvium area is very high.

2.2 Rehabilitation and reconstruction

Rehabilitation is the repair and recovery of all public or community services to an 
adequate level in post-disaster areas. The main target of rehabilitation is to normal-
ize or run fairly all aspects of government and community life in post-disaster areas. 
Rehabilitation is carried out by improving the environment in the disaster area, 
repairing public infrastructure and facilities, and providing assistance for community 
housing repairs. Rehabilitation activities also include socio-psychological recovery, 
health services, reconciliation and conflict resolution, socio-economic and cultural 
recovery, restoration of security and order. Furthermore, several other main activi-
ties that should not be neglected are restoring government functions and public 
services [8].

The implementation of rehabilitation includes physical repair activities and 
restoration of non-physical functions. Rehabilitation activities are carried out in areas 
affected by the disaster and other areas where it is possible to become target areas 
for rehabilitation activities. Rehabilitation activities must pay attention to building 
construction standards, social conditions, customs, culture, and economy. Repair 
of public infrastructure and facilities is an activity to repair public infrastructure 
and facilities to meet the transportation, smooth economic activities, and the socio-
cultural life of the community [9].

Socio-economic and cultural recovery is part of the rehabilitation phase, aimed 
at helping communities affected by disasters to restore their social, economic, and 
cultural conditions to pre-disaster conditions. Social, economic, and cultural recov-
ery activities are carried out by helping communities to revive and reactivate social, 
economic, and cultural activities through advocacy and counseling services, activity 
stimulant assistance, and training. This rehabilitation activity does not only concen-
trate on physical work but focuses more on social recovery. So the success of rehabili-
tation is not only measured by the recovery of physical conditions and infrastructure, 
but rather by the recovery of all community activities [10].

The next stage after or simultaneously with post-disaster management rehabilita-
tion is reconstruction. In terms of handling reconstruction, a proper reconstruction 
process is needed, based on sound planning, so that it is right on target and orderly in 
the use of funds. It can increase community resilience to the threat of disasters in the 
future through disaster risk reduction efforts. A good post-disaster reconstruction 
process must recover community conditions, both physically, mentally, socially, and 
economically, and reduce vulnerability to disasters, not exacerbate existing vulner-
ability conditions that lead to disasters. For the reconstruction process to run well, it is 
necessary to involve non-governmental organizations and the general public [11]. The 
objective was to ensure the reconstruction process was planned on time, on quality, 
and budget, and following its objectives.
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The reconstruction objective is to permanently rebuild part or all of the physical 
and non-physical facilities and infrastructure, along with the entire institutional 
and service system damaged by the disaster, so that conditions are restored. Their 
functions can run well, and the community can be better protected. From various 
catastrophic threats [12]. Resource mobilization, including human, equipment, mate-
rial, and financial resources, is carried out by considering the available resources. 
Human resources who understand and have professional skills are indispensable 
in all post-disaster rehabilitation processes and activities. Resources in the form of 
equipment, materials, and funds are provided and ready to be allocated to support the 
 rehabilitation and reconstruction process.

2.3 Community satisfaction

Monitoring of post-disaster rehabilitation and reconstruction is required to moni-
tor disaster recovery processes and activities continuously. The steering committee 
and government elements carry out monitoring of rehabilitation and reconstruction 
activities. It may involve planning agencies at the national and regional levels as an 
overall ingredient in the implementation of rehabilitation [13]. Each rehabilitation 
program must meet specific achievement indicators, mainly so that each component 
of public infrastructure and facilities can function adequately again to support the 
resumption of the social and economic life of the people in the disaster area.

Disaster management activities are an inseparable series. One of the rehabilita-
tion and rehabilitation phase implementations is an activity that must be linked to 
other stages. In this understanding, rehabilitation and reconstruction relate to the 
pre-disaster and emergency stages and trauma healing. The whole series of activi-
ties can be successful if each stage is carried out with strict monitoring and control. 
Therefore, disaster management should not be positioned as a goal but to achieve the 
efficiency and effectiveness of disaster management as a whole [14]. This condition is 
a necessity that obliges stakeholders to ensure that the planning, preparation, post-
rehabilitation, and reconstruction stages are carried out under sound management 
principles.

In the rehabilitation and reconstruction phase, it is necessary to consider the avail-
able local resources to meet various implementation needs. Human resources who 
understand and have professional skills are indispensable in all post-disaster rehabili-
tation processes and activities. In addition, resources in equipment, materials, and 
funds are needed and are ready to be allocated to support the rehabilitation process 
[15]. Rehabilitation and reconstruction activities involving local communities can 
indirectly assist the community to revive social, economic, and cultural activities. It is 
hoped that the active involvement of the community in rehabilitation and reconstruc-
tion will make the community feel recognized as part of the community and ensure 
that community expectations are appropriately fulfilled.

The various steps taken during the rehabilitation and reconstruction phase must 
be ensured that they have met the community’s needs or have not. In its stages, a 
community satisfaction survey is needed in connection with some of the above. This 
is a comprehensive measure of the level of community satisfaction with the quality 
of rehabilitation and reconstruction services provided by public service providers 
[16]. It is necessary to conduct a survey to determine the weaknesses of each indicator 
of public services. In addition, it can be used to determine the performance of the 
rehabilitation and reconstruction that has been carried out [17].
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2.4 Data mining

Currently, soft computing methods are carried out by mimicking processes found 
in nature, such as the brain and natural selection [18]. Soft computing techniques 
make it possible to perform data processing to reduce uncertainty, imprecision, and 
ambiguity. In the mid-early 1960s, a new branch of computer science began to attract 
the attention of most scientists. This new branch, referred to as artificial intelligence 
(AI), can be defined as the study of how making computers drive the quality of 
people’s work better. The AI approach encourages the development of soft computing 
in various fields, one of which is the development of data mining.

The development of the information technology industry is speedy, and knowl-
edge in data collection is proliferating. Large databases are not a problem if they can 
take advantage of computer technology with various primary and supporting applica-
tions. All data collected and stored in a suitable database can be precious knowledge 
(for example, trend models, behavior models) that can support decision-making 
and optimize action [19]. Classical statistics have limitations for performing large 
amounts of data analysis or complex relationships between data variables. The solu-
tion for this problem and its limitations is to develop computer-based data analysis 
tools with more excellent capabilities and are automatic [20]. With the development 
of semi-automatic approaches in various fields of science, in recent decades, there 
has been an increase and across disciplines, such as AI, statistics, and information 
systems. This field is formally defined as knowledge discovery from the database 
(KDD). That in its development, KDD is increasingly known as DM [21].

One step in developing a community satisfaction prediction model in rehabilita-
tion and reconstruction is processing the satisfaction data for each stage in a KDD 
process to form a DM prediction model. DM is a logical combination of data knowl-
edge and statistical analysis developed in knowledge or a business process that uses 
statistical techniques, mathematics, artificial intelligence, artificial intelligence, and 
machine learning to extract and identify valuable information for related knowledge 
from large databases. The DM approach continues to be developed in various scien-
tific fields. In recent times the use of DM for predicting social problems is increasing 
[22]. At the KDD stage, the DM algorithm has equipped a dataset used during the 
learning-phase, to be developed into a data-driven model. The model can be described 
as the relationship between input and output, which can provide helpful information.

Understanding and deepening the scientific field has an essential influence on the 
success of designing the DM algorithm. The database is only a meaningless set of data 
if an appropriate algorithm is not approached [23]. Furthermore, Fu also said that 
reviews carried out in the last few years show that DM’s ability is growing in specific 
domains and depends on continuously developing specific algorithms. In simple 
cases, science can help identify the right features to model the data that underlie the 
compilation of scientific databases. Knowledge can also help design business goals 
that can be achieved using in-depth database analysis.

In this study, the database collects data on various satisfaction variables in the 
pre, during, and post-rehabilitation and reconstruction. Stages summarized in a 
post-disaster management system can be defined, and algorithms can be compiled to 
become real information support in improving mitigation management. The develop-
ment of a system like this has a significant impact on the scientific development of 
disaster management, and even if the prediction accuracy is only a little, it is still 
better than random guessing. The availability of a complete database can provide a 
better and more reliable satisfaction prediction model [24].
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3. Research method

In developing community satisfaction prediction models, complete informa-
tion is needed about the characteristics of the type of work carried out. In general, 
community satisfaction at each stage is relatively easy to obtain if data is collected 
regularly and routinely. Community satisfaction is generally easy to compile and has 
several measurement methods to evaluate overall community satisfaction objectively. 
Meanwhile, data satisfaction that is outside the existing standard stages is a little 
more challenging to obtain and requires a long time. For example, data on community 
satisfaction pre-handling rehabilitation and reconstruction, compared to other stages, 
is more difficult to obtain. Existing data is more subjective, so that the quality of the 
data obtained depends on the ability of stakeholders to see and see analyze the condi-
tions of these stages.

This section will describe the methods used to predict community satisfaction. 
This analysis is not mathematical, but it is carried out to obtain illustrations to show 
the argument that the proposed method is a more effective model. The community 
satisfaction prediction model is considered very important in completing a natural 
disaster management system. In addition, information related to the characteristics of 
community satisfaction includes pre, during, and post-rehabilitation and reconstruc-
tion, which are variables that are considered to have a significant influence on overall 
community satisfaction.

The community satisfaction model can be used in each stage, analyze disaster 
management, and determine the rehabilitation and reconstruction methods needed. 
Disaster management can analyze the existing conditions of the disaster management 
stages required to complete each disaster management step. This is linked to decision-
making in management regarding the best and alternative methods for implementing 
post-disaster rehabilitation and reconstruction. In developing this model, researchers 
will use a DM-based community satisfaction prediction approach using data collected 
from the rehabilitation and reconstruction work locations in Palu, Sigi, and Donggala. 
Data is divided according to the handling area for calibration, learning, test, and 
validation purposes.

3.1 Model approach

This study will develop a community satisfaction prediction model with the DM 
approach without any restrictive assumptions by considering the input data sourced 
from the questionnaire results. The preparation of a community satisfaction predic-
tion model with DM follows the following stages and processes. It was first cleaning 
and researching data that can be used in the deterioration model. The data cleaning 
process includes deleting inappropriate and irrelevant data from the database. This 
process can include writing errors, ensuring that the writing format remains consis-
tent, and deleting records with incomplete data.

Second, check the data. The first step is to make a histogram or bar chart to 
determine the frequency of each variable. After that, the relationship of each data 
must be found. Knowing the distribution and correlation between existing variables 
helps researchers choose the proper form of data and be more efficient in evaluating 
the mode to be formed. In data checking, discrepancies and inaccuracies can be found 
so that further data cleaning is required. The level of correlation refers to the relation-
ship between two variables. A high level of correlation indicates that the two variables 
are closely related, where if one of these variables changes, the other variables will 
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also change proportionally. If the variables are continuous, these variables will form 
a line if drawn together. A low level of correlation indicates that the two variables 
change randomly and are not related. Most of the data fall between two extreme 
values. The correlation level test is shown through the correlation matrix.

Third, choosing the type of model. After considering each type of model pre-
viously studied (deterministic, probabilistic, and artificial intelligence). In this 
research, the development of the selected AI-based model. Developing a community 
satisfaction model is carried out through iteration stages by changing aspects of the 
model to form the best model based on the available data. Model development is done 
by adjusting aspects to the type of model and the available software. Several factors 
influence the shape of the model, among others, the basic equation, the variables used 
in the model, and the grouping of these variables into groups.

Fourth, look for parameter values. Determination of values and parameters is 
required in model development. In general, this step is completed using an optimized 
algorithm equation. However, for simple models (for example, a linear regression 
model using the least square method), this value can be manually optimized using a 
spreadsheet program. The rminer provides a complete menu option in determining 
the parameter value with the command:> contribution.

Finally, after the parameter values are obtained and the model has been formed, 
the model must be evaluated. The evaluation method will depend on the type of 
model selected. If, after evaluation, the model is not feasible, then the type of model 
must be reconsidered. If the type of model is still deemed inadequate, the form of the 
model must be changed and redeveloped. If the evaluation results conclude that the 
model type is unsuitable for the available data, then the model type must be reconsid-
ered. There are several ways to evaluate statistical models. One of the initial actions 
that must be considered in evaluating a model is estimating parameter values. The 
parameter values must be reasonable and significant.

3.2 Model evaluation

By considering the classification or regression approach, other alternative evalua-
tion steps can also be taken. The evaluation process is carried out for regression based 
on the difference between the observed value and the estimated value (error value). 
In general, the lower the error value, the better the community satisfaction prediction 
model, where the error value = 0 is the ideal value to be achieved.

In this study, three measurements were taken: the mean absolute deviation (MAD) 
root mean squared error (RMSE). Models with low MAD and RMSE values and R2 
values close to the unit value can be interpreted as models with a high level of predic-
tion. RMSE is more sensitive to extreme values than MAD, and this is because RMSE 
uses the square value of the difference between the measurement results and the 
predicted model results. Compared to MAD, RMSE is more likely to produce a more 
significant error value in a model. Looking at the differences, measuring the error 
value through the two models will provide a different perspective on the proposed 
model to be used as a comparison.

Furthermore, different DM regression models can be easily compared by drawing 
a regression error characteristic (REC) graph, which depicts the tolerance for error 
values on the x-axis compared to the error tolerance percentage values estimated on 
the y-axis. The representation of the feasibility level of the model is also used in this 
study. All outputs are collected for evaluation. The integration of the R application 
with other reporting applications can be facilitated by compiling additional scripts.
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3.3 R Tools

The satisfaction pattern through the community satisfaction prediction model is 
designed to be dynamic with various algorithm choices. The choice of the Multiple 
Regression (MR), ANN, and SVM algorithms is expected to provide various 
approaches to community satisfaction with the rehabilitation and reconstruction 
stages. The results of developing a community satisfaction model will be evaluated 
and adjusted throughout the disaster management stages until a model can translate 
the dynamics of existing data. The prediction model must be dynamic and respond to 
changing conditions [25].

Getting a fit model has carried out a whole iteration of all possible combinations 
between all variables. In this study, iterations were carried out with consideration of 
25 variables and combination exploration. The model selection stage, especially dur-
ing the feature selection stage, is only applied to the SVM algorithm. The advantage of 
this approach lies in the fact that the three SVM hyperparameters (c, γ, ϵ) can be set 
automatically and are urgently needed during the feature selection process.

During the learning phase (after selecting the input variables), the ANN algorithm 
in this study will use the overall multilayer perception relationship, with one hidden 
layer using H processing units, relationship predictions, and logistic activation 
functions 1 / (1 + e (−x)). The best value of H can be found by range {2, 4, …, 10}, 
under the internal value (amount of training data used), around 5-fold cross- 
validation has been performed [26]. Based on tracing the built network, the value 
of H, which produces the smallest MAD value, has been selected, and ANN is 
retested using all training data. For the SVM algorithm, to reduce search space, this 
study uses the Gaussian kernel approach and the proposed heuristics approach to 
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below the minimum 5-fold cross-validation [26].
Completing the modeling of the ANN and SVM algorithms, in this study, the 

MR model was tested as a comparison. The entire DM algorithm consisting of ANN, 
SVM, and MR is implemented with the R-Tool (R Development Core Team, 2009) 
and rminer library [28]. Furthermore, before fitting the ANN, SVM, and MR models, 
all data are tested with standard statistics, and then the output is tested for inverse 
transformation.

4. Experiment and discussion

As study material in this paper used data from the earthquake incident on 
September 28, 2018, in Palu, Sigi, and Donggala. This choice takes into account that 
the disaster has a reasonably broad impact on damage. In general, the damage can be 
divided into several phenomena. One of them is the damage caused by fault move-
ments, fractures, and earthquake shocks. The fault movement is an offset where the 
left side moves north and the right side shifts to the south. The length of the most 
considerable shear on the right side is about 4 m, while the left side shifts to the north 
along 3 m. This shift is visible on the map visible on Google map. Of course, buildings 
that are traversed by faults will suffer significant damage and soil fractures, where 
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fractures can be the impact of the movement of faults (or reactivated faults) with a 
smaller offset. Earthquake shocks are in the form of vibrations both horizontally and 
vertically. In general, in Palu City, the impact of damage due to shocks was not too 
much, except for buildings of low quality.

Therefore, is the phenomenon of damage due to the tsunami. The impact of a tsu-
nami is the result of inundation (submerged buildings) and tsunami currents (speed 
or force acting to push or pull buildings). The impact of current velocity is mainly the 
scouring of the subgrade. If it is loose sand, the erosion rate is very high. Generally, 
buildings with shallow foundations fail because the scour reaches the base of the 
foundation. The buildings are relatively light, so they are easily carried away by the 
flow of water. Another damage is due to the tsunami and at the same time carrying 
debris to cars and ships, so collisions with these objects often result in heavy damage.

Lastly is the phenomenon of damage due to liquefaction. There are 4–5 locations 
that are pretty prominent and wide, namely in Balaroa, Petobo, Jono Oge, Lolu village 
(also in Jono Oge), and Sibalaya. Although some spots also occur liquefaction in the 
sand boil, it is not prominent and is not recorded. In addition, landslides in the sea can 
occur due to liquefaction. This kind of avalanche is induced by liquefaction. The land-
slides in Balaroa and Sibalaya were a phenomenon of liquefaction-induced landslides. 
It is possible that the submarine landslides that occurred in Palu Bay which caused the 
tsunami impact had the exact mechanism as in Sibalaya.

4.1 Community satisfaction prediction model

This section presents the modeling framework and procedures used to develop 
the ANN and SVM approach models. Similar to the traditional modeling process, 
where the goal is to estimate set coefficients in the form of a particular function. The 
main objective of the ANN model in this study is to obtain a set of matrices, which 
are abstract basic knowledge of the available data after going through the training 
loop. However, to use ANN in solving real-world problems, it is necessary to design a 
framework following the characteristics of a problem. The framework design aims to 
define the required ANN architecture and the relationships between the components 
in the framework. After completing the design framework, the next stage is to design 
the architecture of each ANN sub-model. The ANN architectural design process is 
a decision-making process, which includes determining the number of layers, the 
number of neurons in each layer, the variables entered into the input layer and the 
output layer. After completing the ANN architectural design, the design results need 
to be tested and validated.

In general, a neural network is made up of millions (even more) of the basic struc-
tures of interconnected and integrated neurons so that they can carry out activities 
regularly and continuously as needed. The imitation of a neuron in an artificial neural 
network structure is a processing element that can function as a neuron. The number 
of input signals is multiplied by the corresponding weight w. Then do the sum of all 
the results of the multiplication and the resulting output is passed into the activating 
function to get the degree of the output signal f (a, w). Although it is still far from 
perfect, the performance of this neuron clone is identical to that of the cell biology 
we know today. The collection of neurons is made into a network that functions as 
a computational tool. The number of neurons and the network structure for each 
problem solved is different.

Furthermore, this model was developed by activating the entire network in ANN. 
Activating an artificial neural network means activating every neuron used in that 
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network. Many functions can be used as activators, such as goniometric and hyper-
bolic functions, step unit functions, impulses, sigmoid, etc. Of the several commonly 
used functions is the sigmoid function because it is considered closer to the human 
brain’s performance. The algorithm activation process during iteration can be moni-
tored, and its movement pattern can be seen.

In contrast to the neural network strategy, which seeks to find a hyperplane that 
separates classes, SVM tries to find the best hyperplane in the input space. The basic 
principle of SVM is a linear classifier. It is further developed to work on non-linear 
problems by incorporating the concept of a kernel trick in a high-dimensional 
workspace. This development encourages research in modeling to explore the poten-
tial capabilities of SVM theoretically and in terms of application. Currently, SVM has 
been successfully applied to real-world problems, and in general, provides a better 
solution than conventional methods.

4.2 Community satisfaction data

The model built is verified using data from questionnaire collection around the 
rehabilitation and reconstruction project. The questionnaire result dataset includes 
625 results from 2 rehabilitation and reconstruction projects and 25 input parameters 
referred to as influencing parameters in an empirical study of community satisfac-
tion. These parameters are given a sequence code based on the pre-during-post stage 
as input, as shown in Table 1 below. All data obtained based on the level of impor-
tance and level of performance of each parameter asked the correspondent.

4.3 Stages of learning and modeling test

Forming a dataset is carried out to form three datasets that can be used immedi-
ately to learn, test, and validate. The database is divided into two datasets. The first 
set includes all the information. The dataset of both questionnaires was collected, 
which will be used for validation purposes. The entire dataset used for learning and 
test purposes is further divided into two subsets to obtain learning datasets. One set 
contains 80% of the data used for learning and 20% of the data used for testing. It 
is statistically independent data from the dataset used during learning and testing 
based on separating the dataset for the validation process. Therefore, verification of 
the DM model by using a separated dataset can be considered a control to check the 
performance of the DM model. The learning process is carried out with the number 
of epochs (10,000 times). The iteration process produces an ANN model that has an 
optimal weight between neurons.

After the learning phase is complete, the model development step is continued to 
the test stage to check the effectiveness of the learning process. The dataset used in 
the test stage becomes the DM input. The algorithm used in this stage uses a learning 
algorithm that has been recorded in the DM application when the learning process is 
running. The test process can calculate the error rate that occurs. If the error level of 
the test stage is still within an acceptable level, then the DM model is considered rea-
sonable. A comparison of the model’s accuracy is made by comparing the average MSE 
values during the test phase. Finally, the DM model with the lowest MSE error rate 
and the highest R2 is selected. Finally, after the learning and test process is complete. 
Furthermore, the verification and validation of the model are carried out using the 
data that has been prepared with the prediction model of the community satisfaction 
learning and test results. Different dataset details were selected for model validation.
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4.4 Model interpretation

In engineering science, apart from requiring a high level of accuracy, it also 
requires interpreting the modeling results. The ability to interpret DM is greatly 

No Code Satisfaction Indicator

A. Before the rehabilitation and reconstruction

1 A1 Information and socialization about reconstruction & 

rehabilitation

2 A2 The time the reconstruction program began

3 A3 Road & bridge damage identification process

4 A4 Participation in the reconstruction & rehabilitation process

5 A5 Collaboration between local communities in reconstruction & 

rehabilitation

6 A6 The wishes of the people are fulfilled by the reconstruction & 

rehabilitation

7 A7 Easy administration/disbursement process

8 A8 The role of government in the reconstruction process

B. During the rehabilitation and reconstruction

9 B1 The role of the facilitator in the reconstruction & rehabilitation 

process

10 B2 Labor availability

11 B3 Work experience and skills

12 B4 Availability of material for reconstruction & rehabilitation

13 B5 Quality material available for reconstruction & rehabilitation

14 B6 Quality of road & bridge

15 B7 Community participation in the reconstruction & rehabilitation

C. After the rehabilitation and reconstruction

16 C1 With the results of existing assistance

17 C2 The current state of the road & bridge is compared to the past

18 C3 The road & bridge become earthquake-resistant

19 C4 The comfort of road & bridge compared to before

20 C5 The quality of the road & bridge now compared to before

21 C6 The road & bridge was had been as a community wish

22 C7 Satisfaction with the current design

23 C8 The access road to residence compared to before the 

reconstruction & rehabilitation

24 C9 Current availability of street/environment lighting

Result

25 CS Community Satisfaction

Table 1. 
Input code.
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influenced by the power of the data-driven model for this purpose. When the DM 
black box is implemented with ANN, SVM, and MR algorithms that involve complex 
mathematical expressions, the data-driven application procedure provided must 
translate the model. In this case, the results of the model interpretation are carried out 
to obtain a measurement of the input variables of the community satisfaction predic-
tion model.

The first stage of model interpretation is to believe in the ability and accuracy of 
the model. The prediction model of community satisfaction using community sat-
isfaction as the leading prediction parameter is first checked for modeling accuracy. 
There are several methods for evaluating predictive models, one of which uses the 
sum of absolute errors. The sum of the absolute errors often referred to as the absolute 
deviation of the average or MAD, is measuring forecasting accuracy by averaging 
the forecast errors using their absolute values. MAD is beneficial for analyzing and 
measuring the prediction error in the same unit of measure as the original data. In 
addition, the resulting process modeling criteria are stated in the RMSE, provided 
that the smaller the resulting RMSE (close to the value 0) will result in a better output 
prediction model.

This model is structured with a confidence level of 95% according to the t-student 
distribution. All DM models with ANN, SVM and MR algorithms are trained using 
12 input variable attributes. Figure 1 shows the predictive capacity of all training 
outcome models, comparing their performance in predicting the value of community 

Figure 1. 
Performance measured.
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satisfaction based on MAD, RMSE, and R2. This table shows that the value of com-
munity satisfaction can be predicted accurately by each of the three DM models, 
especially by the ANN and SVM models.

Figure 1 above shows the standard error, and R2 for each model developed. The 
DM model with the SVM algorithm has the smallest MAD value and RMSE value, 
and the highest R2 value. The prediction model with the ANN and SVM algorithms is 
acceptable and can be used in calculating community satisfaction predictions because 
it has R2 close to 1. The following community satisfaction prediction model used in 
this study is the DM model with the SVM algorithm.

DM technique, also known as association rule mining, can find associative rules 
between a combination of items. Two parameters can determine the importance of 
an associative rule. The parameter is the percentage combination of these attributes 
in the database and confidence, namely the strength of the relationship between 
attributes in the associative rule. With the generate and test paradigm, the algorithm 
used in this study is making candidate combinations of attributes based on specific 
rules and then tested. Combining attributes that meet these requirements is called 
a frequent itemset, which is then used to create rules that meet the minimum confi-
dence requirements.

By analyzing Figure 2 (the scatterplot of the community satisfaction value predic-
tion of the SVM algorithm with the questionnaire results), the variables that have 
been determined have a significant relationship with the change in the value of the 
questionnaire community satisfaction. Figure 2a shows the scatterplots of learning 
results in the SVM model, and Figure 2b shows the results of the validation stages.

In the validation stage, the library feature rminer is used to describe and obtain the 
relative contribution value of each input value. The confirmed model has R2, MAD, 
and RMSE values in the performance validation stage, such as Figure 1, with 20 runs 
performed, while the best hyperparameters to achieve a fit SVM model are used.  
∈  = 0.07 ±  0.01 and γ  = 0.05 ±  0.00. Whereas the hyperparameters for ANN used 
H = 3 ±  1.

Furthermore, the interpretation of the regression analysis used in DM is carried 
out. Package rminer, provides a graphical interpretation tool, namely: REC curve, 

Figure 2. 
Community satisfaction prediction outputs. a. Learning stage, b. validation stage.
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error tolerance depicted on the x-axis, while the percentage value of road perfor-
mance predictions is depicted on the y-axis. The resulting curve describes the level of 
error in the form cumulative distribution function (CDF). The error level defined as 
the difference between the predicted values of community satisfaction f(x) with 
community satisfaction actual on every coordinate (x, y). This approach is also a 

squared residual ( )( )2−y f x  or absolute deviation ( )−y f x  based on error metric 

mapping. Figure 3 shown REC curve community satisfaction model with MR, ANN, 
dan SVM algorithm.

In Figure 3 it can be analyzed that the REC curve describes the error tolerance 
on the x-axis and the level of accuracy of the regression function on the y-axis. The 
level of accuracy is defined as the percentage of modeling results that fit the speci-
fied tolerance. If the tolerance value is zero, only that value is considered to meet the 
model requirements. However, if you choose the maximum tolerance, other values   
can be used as reference for accuracy values. In the REC curve it is clear that the level 
of accuracy has a trade-off with tolerance. The greater the tolerance value given, the 

Figure 3. 
The regression error characteristic curve.
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higher the accuracy value. Conceptually, the model with the lowest tolerance value 
with the highest accuracy is the model that has the best REC value.

The illustration of the REC curve depicts three different models. The curve shows 
that the SVM model has the highest accuracy value with the smallest tolerance value 
that moves consistently. This REC curve depicts the entire iteration process with 
20 runs on the SVM model with hyperparameters as mentioned in the previous 
section. The shape of the REC curve can change shape when using different hyperpa-
rameters and the number of iteration runs is different.

4.5 Variable contribution

The DM model developed can assess each variable’s contribution and attribute 
that becomes input data in the model. In this study, the variables or attributes 
consist of A1-C9. All attributes are then grouped into three dimensions pre, dur-
ing, and post. A parameter vector in this DM model is chosen to explain that it is 
a variable function and not parameters as in the parametric approach. The only 
condition for a variance function is to be able to generate a non-negative definite 
variance matrix. Several methods can be used to estimate hyperparameter values. 
The value of θ can be predicted in this DM by using the cross-validation method. 
Hyperparameter used (H and γ) are H (2, 4, …, 10) and γ (2–15, 2–13, …, 23). This 
value produces the most precise model with optimal run time. For further model 
development, an approach can be used to try other hyperparameter values. 
The contribution of each attribute and dimension is of relative importance in 
 composing the model.

The search results for the contribution value in DM can be simplified and dis-
played in Figure 4. This figure can display the relative importance on the x-axis for 
each attribute and dimension on the y-axis forming the community satisfaction 
prediction model with the DM model approach using the SVM, ANN, and MR 
algorithms.

Based on Figure 4 below, each parameter has an almost even effect on community 
satisfaction in disaster management. When using a model that is considered the 
fittest, namely SVM, it can be seen that the most significant importance is the 
comfort of road and bridge compared to before (C4), and Collaboration between 
local communities in reconstruction and rehabilitation (A5). Therefore, the access 
road to residence compared to before the reconstruction and rehabilitation (C8), 
Participation in the reconstruction and rehabilitation process (A4), and Community 
Participation in the reconstruction and rehabilitation (B7). While pre-rehabilitation 
and reconstruction, the stage is the most critical dimension affecting community 
satisfaction.

The following model analysis is to compile an algorithm to select the main dimen-
sions that affect the community satisfaction model and analyze the supporting 
variables that affect the community satisfaction prediction model that is not accom-
modated in this model. The results of VEC analysis illustrate the influence of the main 
attributes that move dynamically in the prediction model of community satisfaction 
with this SVM model in the form of information and socialization about reconstruc-
tion and rehabilitation (A1), a pre-rehabilitation and reconstruction group. Decreased 
community satisfaction following the time of reconstruction program began (A2) 
and the role of the facilitator in the reconstruction and rehabilitation process (B1), 
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and conversely, community satisfaction improved when performed the access road to 
residence compared to before the reconstruction and rehabilitation (C8).

5. Conclusion

The modeling process with the DM approach using the SVM, ANN, and MR algo-
rithms produces a community satisfaction prediction model with a reasonably good 
model performance. The three model algorithms are compared with the questionnaire 
results. The REC curve shows the accuracy of each model used. Based on the resulting 
error matrix, it is believed that the SVM model is the best model to predict community 
satisfaction with a low iteration of 20 runs and has a good consistency. The most critical 
parameter in preparing the community satisfaction prediction model is the comfort of the 
road and bridge compared to before. Each attribute that affects the community satisfac-
tion prediction model is successfully described with the algorithm of relative importance.

Figure 4. 
Relative importance.
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