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Chapter

Parameterization Methods and
Autoregressive Model
Boukari Nassim

Abstract

The first phase for the treatment of random signals is the feature extraction; in
this we can find several methods for that. In this chapter, we presented the
autoregressive (AR) method, some methods of univariate and multivariate mea-
sures, and examples of their applications.

Keywords: feature extraction, autoregressive model, univariate measures,
multivariate measures, applications

1. Introduction

In machine learning, pattern recognition and image processing, as well as feature
extraction, start from an initial set of measured data and construct derived values
(features) to be informative and nonredundant, facilitating subsequent learning and
generalization steps. Feature extraction is related to the reduction of dimensionality.

When the input data of an algorithm is too large to process and is suspected to be
redundant, it can be transformed into a small set (also called a feature vector).

In the following section, we will review the measures commonly used for the
classification of electroencephalogram (EEG) signals, some of which have been
used to predict seizures. The majority of these techniques use some type of serial
analysis method. In order to detect off-line seizures, time series analysis of an EEG
is in one of two groups: univariate or multivariate mathematical measures.

Concerning our work, we will quote methods used for the parameterization of
EEG signals as well as for the detection of seizures [1].

2. Multivariate measures and autoregressive model

To parameterize our signals, we use different methods for that; like in our
experiments, we have the autoregressive model, with the data of EEG signals
founded in Bonn University. The work is realized by the logical of math work
laboratory, and in the final, we obtained great results of different orders of
autoregressive parameter like an important example in the treatment.

3. Univariate measures

The analysis of univariate time series consists of a single observation of sequen-
tial recordings on equal time increments, for example, univariate time series: the
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price of a company’s stock, daily fluctuations, humidity levels, and records of the
single-channel EEG. Time is also an implicit variable in the time series. Electroen-
cephalogram analysis using univariate measurements contains a single recording
site; univariate linear measurements characterize the EEG time series in terms of
amplitude and phase information.

In this section, we describe the univaried linear methods most often used to
predict epileptic seizures; common to each method is the requirement of
stationarity of the time series, and this implies that the statistical parameters (mean
and standard deviation) of the process do not change over time, which is probably
not true for seizures.

3.1 Fourier transform in the short term

The short-term Fourier transform (STFT), transforming Fourier (TFCT), or
Fourier transform with a sliding window is a transformation used to determine the
frequency [2, 3], sinusoidal, and the phase of a local section of a signal. Its square
module gives the spectrogram.

We then obtain a family of coefficients or represent the frequency and locate the
analysis. As for the Fourier analysis, the knowledge of all the real values will
completely and uniquely determine the signal.

The short-term Fourier transform, of a function x(t) ∈ (R), is defined by means of
a window. Thereafter, we drag this window used to locate in time the analysis:

Wx λ; bð Þ ¼

ð

þ∞

�∞

x tð Þω t� bð Þe�2iπλtdt (1)

We then obtain a family of coefficients or represent the frequency and locate the
analysis. As for the Fourier analysis, the knowledge for all the real values will
completely and uniquely determine the signal. The local discrete Fourier transform
is defined by

STFT x n½ �f g ¼ x m;ω½ � ¼ ∑
∞

�∞
x n½ �ω n�m½ �e�jωn (2)

where ω is the windowing function.

3.2 Wavelet transforms

3.2.1 Continuous wavelet transforms

In mathematics, a continuous wavelet transform (CWT) is used to divide a
continuous function into wavelets [4, 5]. In contrast to the transforming Fourier,
the continuous wavelet transform has the possibility of constructing a
time-frequency representation of a signal that offers a time and frequency.

The four-time transform in continuous time of the function has the scale of
a > 0, and the transaction value is expressed by the following integral:

Xω a; bð Þ ¼
1

aj j1=2

ð

∞

�∞

x tð Þψ
t� b

a

� �

dt (3)
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where ψ tð Þ is a continuous function in the time domain and the frequency
domain called the mother wavelet and the highlight represents the operation of the
complex conjugate.

3.2.2 Detective wavelet transforms

A wavelet is a function at the base of wavelet decomposition, which is similar
to the short-term Fourier transform used in signal processing [6, 7]. It
corresponds to the intuitive idea of a function corresponding to a small oscillation,
hence its name.

We can adapt the wavelet transform in the case where we are in a discrete set.
This technique is particularly used in digital data compression with or without loss.

We thus define the discrete wavelet transform:

g t½ � ¼ ∑
m∈ z

∑
n∈ z

x;ψm,n

� �

:ψm,n t½ � (4)

3.3 Nonlinear measurements

For nonlinear measurements, we cite the correlation dimension [8], which
makes it possible to distinguish the signals from the deterministic time series; its
value decreases before the crisis 9, as well as the dynamic similarity index [9],
which follows the spatiotemporal modifications of brain dynamics before the
crisis. A crisis.

In addition, there are other methods such as the Lyapunov exponent that is
used to identify changes before seizure in the EEG basis for epilepsy surgery [10].
In addition, we must not forget the methods of entropy (SampEn) [11], which
characterize by definition the degree of disorganization or unpredictability of
the information content of a system, as well as the approximate entropy
method (ApEN) [12], a technique used to quantify the amount of regularity
and unpredictability of fluctuations over temporal data. ApEN was first
developed to analyze medical data, such as heart rate, and then in finance,
psychology, etc.

Indeed, to obtain entropy results of good quality, it is necessary to have many
data, as well as the reliability of the system and the absence of undesirable
phenomena.

4. Bivariate and multivariate measures

Electroencephalogram (EEG) has been used frequently to study
synchronization in the brain [13]. EEG is also the technique of choice for various
computer interface design applications because of its low cost and easy-to-use
architecture.

Electroencephalogram signals can be conceptualized as numerical
values (voltages) in time and space (collected electrodes). The techniques
available in signal processing and dynamic systems have a long history of
applications to the EEG. In this section, we will mention the bivariate and
multivariate methods most used in the world of electroencephalography
and epilepsy.
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4.1 Bivariate measures

For this type of index, the key point is to measure the amount of synchronism
between two time series. Here, we review a number of bivariate measures that are
often used to compute interdependence between two time series:

a.Cross-correlation: Cross-correlation is a simple synchronization measure that
is frequently used for linear interdependence capture in the time domain.

The Pearson product moment correlation coefficient between and is calculated by

Corry1,y2 ¼
∑L

t¼1 Y t
1 �

1
L∑

L
t¼1Y

t
1

� �

Y t
2 �

1
L∑

L
t¼1Y

t
2

� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑L
t¼2 Y t

1 �
1
L∑

L
t¼1Y

t
1

� �2
r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑L
t¼2 Y t

2 �
1
L∑

L
t¼1Y

t
2

� �2
r (5)

b.Cross-consistency: Correlation is a measure in the time domain. In order to
obtain the dependency in a certain frequency band, the data must be filtered in
this band.

The cross-coherence of two signals and at the frequency f is obtained as

Cohy1,y2 fð Þ ¼ Py1y2 fð Þ
	

	

	

	

2
= Py1y1 fð Þ
	

	

	

	 Py2y2 fð Þ
	

	

	

	

� �

(6)

where is the spectral density of cross power at frequency f. Coherence at a certain
frequency band can be obtained by averaging above the values in this range.

4.2 Multivariate measures

One approach for calculating synchronization within multivaried time series is
to consider all series as components of a single interdependent system and to use
multivariate measures; the measures discussed here have been introduced into the
literature and successfully applied in the literature. The EEG signal.

4.2.1 Omega complexity

A multivariable time series can be thought of as a representation of. The com-
plexity of omega evaluates the dimensionality of these trajectories in the state space
based on analysis of the main components.

Let C = Cij be the matrix covariance, in which the input Cij is the cross-
correlation between the time series and calculated from Eq. (2). We calculate the
complexity of omega by

Ω ¼ exp �∑
N

i¼1

λi

N
log

λi

N

� �

(7)

The complexity of omega varies between 1 (maximum synchronization) and N
(minimum synchronization, i.e., desynchronization). In order to scale the above
measurement between a value close to 0 (for minimum synchronism) and 1 (for
maximum synchrony), we can calculate omega by

Omega ¼
1
Ω

(8)
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5. Autoregressive method

5.1 Principle

The (parametric) model-based methods are based on the modeling of the data
sequence x(n) as an output of a linear system characterized by a rational structure
[14]. The AR method is the most frequently used parametric method.

In the AR method, the data can be modeled as the output of a discrete causal
filter, all poles, whose input is a white noise. Indeed, the autoregressive (AR) model
describes each EEG signal sample as a linear combination of previous samples.

Estimation of the spectral density of a random process is a problem that can be
solved by parametric modeling. This modeling makes it possible to represent all the
spectral information by a small number of parameters (Figure 1).

where x(n) is the modeled process, H(z) is the all-pole transfer function of the
model, and u(n) is a variance white noise. Such a model is governed by the follow-
ing difference equation:

X nð Þ ¼ �∑
p

i¼1
aix n� ið Þ þ u nð Þ (9)

La densité spectrale du processus AR, x(n) s’exprime sous la forme:

Sx Zð Þ ¼
φ2

1þ∑
p
i¼1aiz

�i
	

	

	

	

2 (10)

5.2 Order determination

The best choice of the order of the AR model is often unknown a priori, so it is
necessarily practical to postulate several orders and choose the order that seems
most appropriate [15]. For this purpose, different criteria based on the prediction
error are evaluated to indicate which order of the model to choose.

Two methods have been proposed by AKAIKE, for the choice of the optimal
order. The first method, known under the name of FPE criterion (final prediction
error or final error prediction), estimates the order of the model which minimizes

FPE kð Þ ¼
N þ K

N � K
φ2

k (11)

where φ2
k represents the estimated noise variance (or power of the prediction

error) and N represents the number of samples of the analyzed signal x(n).
The FPE criterion is an estimator of the power of the prediction error adapted to

the estimation of the prediction coefficients directly from the data. The second
method, by far the most used, is called AIC or Akaike information criterion. This
criterion minimizes.

Figure 1.
A parametric model of the autoregressive (AR) type.
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AIC kð Þ ¼ N log φ2
k

� �

þ 2k (12)

This applies even to the determination of the order of models other than the AR
model, for example, MA or ARMA models.

5.3 Coefficient determination

5.3.1 Yule-Walker

The principle consists in determining the link between the unknown AR param-
eters and the autocorrelation function assumed to be known [16]:

Cxx Kð Þ ¼ E x nþ kð Þx ∗ nð Þf g (13)

Expression of Yule-Walker can be written in the following matrix form:

Cxx 0ð Þ Cxx �1ð Þ:…Cxx �pð Þ

Cxx 1ð Þ Cxx 0ð Þ…Cxxð� p� 1ð Þ

:……………………………………

Cxx pð Þ Cxx p� 1ð Þ Cxx 0ð Þ

2

6

6

6

4

3

7

7

7

5

1

a1

…

ap

2

6

6

6

4

3

7

7

7

5

¼

φ2

0

…

0

2

6

6

6

4

3

7

7

7

5

(14)

5.3.2 Algorithm of Levinson-Durbin

The application of the Levinson-Durbin algorithm to solve the Yule-Walker
equation system requires operations only, while the most advanced classical
numerical analysis algorithm (e.g., Gauss) requires operations.

The AR parameters are calculated recursively:

a11;φ
2
1

� �

, a21; a22;φ
2
2

� �

,…, ap1; ap2;…app;φ
2
p

� �

(15)

5.3.3 Algorithm of Burg

The parameters obtained by the Levinson-Durbin algorithm may be greater than
unity, resulting in instability of the AR filter.

In order to eliminate this major inconvenience, Burg proposes a computational
algorithm based on the minimization of the sum of the progressive mean squared
error and the retrograde mean squared error (the taking of the mean is done, under
the assumptions stationarity and ergodism, using a simple summation on a set of
samples):

ξp ¼ ∑
N�1

n¼p
epp nð Þ
	

	

	

	

	

	

2
þ ∑

N�1

n¼p
eτp nð Þ
	

	

	

	

	

	

2
(16)

5.4 Applications

5.4.1 Transmission of the speech signal

The large flow of information passing through the channels suggests the
adoption of coding techniques that reduce the size of the storage memory and
the computational volume; in general, it is the delta modulation that is used for
this [17].
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Another coding technique is to model the speech signal and to represent it by a
set of parameters. This type of coding based on linear prediction (AR modeling)
makes it possible to carry out a large data compression that can reach a factor of 50
and offers great interest because of its ease of implementation.

This method is based on a very simplified modeling of the mechanism of speech
production which consists in applying periodic vibrations or a source of white noise
at the input of an AR filter according to whether the sounds to be produced are
voiced or unvoiced [18].

5.4.2 Detection of gear defects by vibration analysis

Gear reducers are widely used in mechanics (automotive industry, aeronautics,
etc.), highly stressed and complex to dimension, and to achieve.

Some defects appear in these machines, which are due to shocks resulting in
local non-stationarity on the vibratory signals.

So, it should be detected early, for which several techniques are in use such as
traditional techniques based on Fourier analysis, but the most common techniques
use an autoregressive (AR) model.

Indeed, this model gives a good approximation of the estimated spectrum with a
relatively small number of samples.

6. Conclusion

In this chapter, we discussed the parameterization methods and their approach to
the art; in fact, we approached the univariate, bivariate, and multivariate measures
and the method used in this chapter, the principle, algorithms, applications, etc.

Finally, the method is very efficient and very interesting, so it is valid in several
areas such as the EEG signal, so this method of parameterization is part of the
subject of our work.
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