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1. Long term potentiation(LTP), depression(LTD) and Hebbian type learning 
rule

Hebb (1949) formulated the idea that modification is strengthened only if the pre- and post-
synaptic elements are activated simultaneously (Fig.1). Experimentally, long term 
potentiation (LTP) and long term depression (LTD) are generally considered to be the 
cellular basis of learning and memory. Bliss & Lømo (1973) first found that high- frequency 
electrical stimulation (“tetanus,” 100-500 Hz) effectively produced LTP in the hippocampal  

Wij is the strength of the change in

synaptic weight

Xi is the output of the input cell

Yj is the output of the output cell

is the learning coefficient

Wij= Xi Yj
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Fig. 1. The Hebbian Learning Rule 

Source: Reinforcement Learning: Theory and Applications, Book edited by Cornelius Weber, Mark Elshaw and Norbert Michael Mayer
ISBN 978-3-902613-14-1, pp.424, January 2008, I-Tech Education and Publishing, Vienna, Austria
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CA1 pyramidal cells. Recently, a series of experiments provided direct empirical evidence of 
Hebb’s proposal (Markram et al., 1997; Magee & Johnston, 1997; Zhang et al., 1998; Feldman, 
2000; Boettiger & Doupe, 2001; Sjostrom, 2001; Froemke & Dan, 2002). These reports 
indicated that synaptic modification can be induced by repetitive pairing of EPSP and back-
propagating action potentials (BAPs). Pre-synaptic spiking within tens of milliseconds 
before postsynaptic spiking induced LTP whereas the reverse order resulted in LTD. This 
spike-timing-dependent LTP/LTD has been confirmed by using pyramidal cell pairs in 
hippocampal cultures, in which they found an asymmetric profile of LTP and LTD in 
relation to the relative timing between EPSPs and BAPs (Debanne & Thompson, 1998; Bi & 
Poo, 1998). 
The influence of location dependency of synaptic modification along dendritic trees was 
examined in the CA1 area of rat hippocampal slices (Tsukada et al.,  2005). A pair of 
electrical pulses was used to stimulate the Schaffer-commissural collaterals (SC) and stratum 
oriens (SO). Then we estimated the profile of LTP and LTD at a layer specific location from 
the proximal to distal region of the stratum radiatum. 
Figure 2 shows the optical imaging results of LTP and LTD induced by a series of different 
spike timing ( ). The widest and strongest LTP was observed when simultaneous stimuli ( =
0 ms) were applied. LTP decreased rapidly in space and time as the absolute value of 
relative timing increased to 15 ms on both sides. Accordingly, LTP was induced when back-
propagating spikes (Stim B) were applied within a time window of 15 ms before and after 
the onset of Stim A, whereas LTD was induced on both sides at | | = 20 ms. Outside the 50 
ms time window, synaptic modification disappeared. These instances of LTP and LTD 
showed a globally symmetric window of spike timing similar to a “Mexican hat function.”  

Fig. 2. Input-Output Timing Dependent LTP/LTD 
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Fig. 3. Layer-specific profiles of LTP and LTD 

We tested the location dependence of synaptic modification along dendritic trees. A 
symmetric window was obtained at the proximal region of the SR where GABAergic 
interneurons are projected, while an asymmetric window was obtained at the distal region 
of the SR where there is no projection of GABAergic interneurons (Fig 3). 
The region-specific profiles of LTP/LTD depend on the network with or without the 
inhibitory projection on the layer of SR. Two factors of “after hyperpolarization” of spikes 
and “region-specific projection of inhibitory interneurons”, which organize “lateral 
inhibition” for timing , underlie the “symmetric” profile for timing , while one factor of 
“after hyperpolarization” of spikes serves to organize the “asymmetric” profile. The 
“symmetric” profile, with a sharp window for , works as a coincidence detector between 
the input of CA3 Shaffer collaterals and the output of CA1 pyramidal cells. The time 
window corresponds to the time interval of a gamma cycle under the assumption that 
sequence information is processed in a time scheme of several gamma cycles (local) in a 
theta cycle (global) (Lisman, 1989; Aihara et al., 2000). On the other hand, the “asymmetric” 
profile, with a broad time window after = 0 ms, is able to integrate sequence information 
(“temporal summation”) or to code phase information. This difference between the distal 
region and the proximal region of SR was seen in the results of temporal-pattern-dependent 
LTP using optical imaging of CA1 area in hippocampal slices (Aihara et al., 1997; Aihara et 
al., 2005). The sensitivity of LTP to the temporal pattern is even higher in the distal region 
than in the proximal region (Aihara et al., 2005). These results suggest an important function 
of memory processing depending on the synaptic localization on dendrites of CA1 
pyramidal cells. 
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2. Spatio-temporal learning rule (non Hebbian)  

The spatiotemporal learning rule (STLR), proposed as a non-Hebbian type by Tsukada et al. 
(1996) consisted of two defining factors: (a) cooperative plasticity (Input-Input timing 
coincidence) without a postsynaptic spike and (b) temporal summation (Fig 4).  

Fig. 4. Spatio-Temporal Learning Rule (STLR) 

Fig. 5a. Temporal Pattern Stimuli 
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The neurophysiological evidence of “temporal summation” was obtained by applying 
temporal stimuli (Markov chain stimuli) to Schaffer collaterals of CA3 (Tsukada et al., 1994; 
1996; Aihara et al., 2000) (Fig 5a,b). The cooperative plasticity (Fig 6) was measured by using 
two stimulus electrodes to stimulate the Schaffer-commissural collaterals (SC). First, 
electrode A was stimulated at 2 s intervals, but this did not produce any change in the 
synapse. Electrode B was then stimulated at a range of -50ms to 50ms with respect to 
electrode A. When the stimuli from both electrodes were simultaneous (relative timing =0),
an extremely large plasticity appeared, but when it was shifted by 10 ms, there was almost 
no activity, and if it shifted another 10 ms, LTD appeared instead of LTP. When the relative 
timing was shifted 50 ms, it returned to normal. These data show that a time window exists 
in response to the relative timing . That is, the existence of a Mexican hat-shaped time 
window at the range of =±50ms. The coincidence of spike timing of Schaffer-collateral-
paired stimulation of CA3 played a crucial role in inducing associative LTP (Tsukada et al., 
2007). However it remains to be clarified whether the associative LTP is independent of 
back-propagated action potentials (BAPs) or not. 
Only local dendritic depolarization at synaptic sites, such as theta-burst stimulation, can 
induce homosynaptic LTP evoked in the conditioning pathway by application of the 
associative pairing protocols to Schaffer collaterals even in the absence of BAP (in the 
presence of low TTX) (Golding et al., 2002). Robust homosynaptically induced LTP is 
observed in both the absence and presence of low TTX in the conditioning pathway (Fig.7a ; 
Tsukada et al., 2007). These results suggest that homosynaptic LTP by the present pairing 
protocol is induced under the condition of inhibiting activation of dendritic Na+ channels.  

Fig. 7a/b. Input-input timing-dependent LTP can be induced independent of 
backpropagating action potentials (BAPs) 
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However, in the same preparation, the magnitude of the heterosynaptically induced LTP in 

association with conditioning bursts is reduced, while a considerable amount of the LTP 

was preserved in the presence of low TTX (Fig.7b). Homo-synaptic and hetero-synaptic 

associative LTP can be induced under conditions of inhibited BAPs, even in the absence of a 

cell spike. If the two inputs synchronize at the dendritic synapse of CA1 pyramidal cells, 

then the synapse is strengthened, and the functional connection is organized on the 

dendrite. If the two inputs are asynchronous then the connection is weakened. A schematic 

representation was drawn in Fig.8. The functional connection/disconnection depends on the 

input-input timing dependent LTP (cooperative plasticity). This is different from the 

Hebbian learning rule, which requires coactivity of pre- and post-cell. However, the 

magnitude LTP is also influenced by BAPs. From these experimental results, it can be 

concluded that the two learning rules, STLR and HEBB, coexist in single pyramidal neurons 

of the hippocampal CA1 area. 

STLR (non-Hebbian) incorporates two dynamic processes: fast (10 to 30 ms) and slow (150 to 

250 ms). The fast process works as a time window to detect spatial coincidence among 

various inputs projected to a weight space of the hippocampal CA1 dendrites, while the 

slow process works as a temporal integrator of a sequence of events. In a previous paper in 

which parameters were fitted to the physiological data of LTP’s time scale (Aihara et al., 

2000), the decay constant of fast dynamics was identified as 17 ms, which matches with the 

period of hippocampal gamma oscillation. The decay constant of the slow process is 169 ms, 

which corresponds to a theta rhythm. This suggests that cell assemblies are synchronized at 

two time scales in the hippocampal- cortical memory system, and this is closely related to 

the memory formation of spatio-temporal context. 

axon axon

soma soma
dendrite

Synchronous

inputs

Asynchronous

inputs Functional 

connection

Functional 

disconnection

dendrite

Fig. 8. A schematic presentation of synaptic potentiation or depression by the synchronous 
or asynchronous inputs 
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3. The functional differences between STLR and HEBB  

Two rules are applied to a single-layered feed-forward network with random connections 
(Fig 9a) and their abilities to separate spatiotemporal patterns are compared with those of 
other rules, including the Hebbian learning rule and its extended rules (Tsukada & Pan, 
2005). The elements of input patterns are connected to each neuron through a separate 
weight wij (i =1,2,...,N, j =1,2, ...,N). The potential of each neuron depends both on a 
weighted sum of the simultaneously provided inputs (spatial summation) and inputs 
arrived in the near past (temporal summation). 
The above mentioned functions are expressed in the following equations. 

Spatial summation:

N

j

njnijni txtwtp
1

)()()(   (1) 

Temporal summation:

n

m

tt

mini
mnetpty

0

)(1)()(   (2) 

Fig. 9a. All Connected 1 Layer Neural Network 
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And the output of the neuron:

))(()( 1iini tyftr   (3) 

where a set of label x1, x2, ..., xN are inputs to neurons, xi(tn) is an input to i neuron at time tn

(n=1,2, ..., n), wij(tn) is a synaptic weight from neuron j to neuron i at time tn, yi(tn) is the 

potential of neuron i at time tn. ri(tn) is its output, 
1

is time decay constant of temporal 

summation, 
1
 is threshold. The output function of neurons is defined as:  

0u0

0u1
)(uf   (4) 

The spatiotemporal pattern used in this simulation consists of 5 frames of spatial patterns 
(Fig. 9b), i.e., A1, A2, A3, A4, A5 (Ai is a spatial frame).  
Every frame consists of N elements (N=120) and each element is chosen as "1" or "0" 
randomly, but the total number of "1"s is maintained throughout the various spatial patterns 
(in this simulation, half of the elements in one spatial frame are “1”, and the other half are 
“0”). The Hamming distance (HD) between every two spatial patterns is 8 bits (if not 
specified in the simulation). In some cases it is 2 or 24 bits (mentioned). Calculating all of the 
permutations of 4 spatial patterns, 24 spatiotemporal patterns were grouped as a training 
set. The last frame of each spatiotemporal pattern is the same (A5). During the learning 
process, the 24 spatiotemporal patterns in the training set were learned by each neural 
network under the same initial conditions. After finishing the learning course, a test pattern 
(same as the learned pattern) was applied to the networks to attain an output-pattern (for 
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each learning rule, the threshold of neurons 
1
 is set so that about half of the elements in the 

output-pattern are “1”). We compared HDs between output-patterns for each learning rule. 
The averaged HD is often adopted to compare the ability of discriminating spatiotemporal 
patterns, which is defined as: 

pairsofnumber

pair) thisofHD*pairsof(number
HDaveraged

Three learning algorithms were used to train each of 24 spatiotemporal input patterns in 
single-layer neural network models. Each of the neural networks had the same initial 
condition. The differentiation of output-patterns represented in learned networks was 
analyzed by their Hamming distances (Fig.10a). HEBB produced the same output pattern, 
with a Hamming distance of zero, for all of the different spatiotemporal input patterns (Fig. 
10a). This proves that the Hebbian learning rule cannot discriminate different 
spatiotemporal input patterns. Covariant Hebbian rule showed a slight improvement in 
their pattern separation ability (Fig.10a). The spatiotemporal learning rule had the highest 
efficiency in discriminating spatiotemporal pattern sequences (Fig.10a). The novel features 
of this learning rule were induction of cooperative plasticity without a postsynaptic spike 
and the time history of its input sequences. According to the Hebbian rule, connections 
strengthen only if the pre- and post-synaptic elements are activated simultaneously, and 
thus, the Hebbian rule tends to map all of the spatio-temporal input patterns with identical 
firing rates into one output pattern. HEBB has a natural tendency to attract analogous firing 
patterns into a representative one, in the simple word “pattern completion”. In contrast, the 
spatio-temporal rule produces different output patterns depending on each individual input 
pattern. From this, the spatiotemporal learning rule has a high ability in pattern separation, 
while the Hebbian rule has a high ability in pattern completion. Finally, the network trained 
by the spatiotemporal learning rule produced the widest bimodal-distribution of Hamming 
distance (Fig10b), which shows that it has the highest efficiency in pattern separation.  
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Fig. 10a. Output Pattern Distribution 
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The two factors responsible for the high efficiency in pattern separation are spatial 

coincidence and temporal summation. The network trained by the learning rule without 

spatial coincidence produced the one-modal distribution. From this fact, we can conclude 

that the distribution in the longer range of the bimodal distribution (Fig.10b) in the 

histogram is generated by the spatial coincidence factor while the distribution in the short 

range is generated by the spatiotemporal summation. Thus, the ability of separating 

patterns in the network can be improved by introducing two factors: spatiotemporal 

summation and spatial coincidence, but the latter is more important. 

4. Interaction of both rules in a dendrites-soma system 
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Fig. 11c. The Function of Local (dendrite) –Global (soma) Interaction and the Role of Back 
Propagating Spikes (BAPs) 

The extension of the theoretical simulation results imply that this phenomenon occurs in a 
dendrites-soma system in a single pyramidal cell with many independent local dendrites in 
the CA1 area of the hippocampus. This system includes a spine structure, NMDA receptors, 
and sodium and calcium channels. The pyramidal cell integrates all of these local dendrite 
functions. The spatiotemporal learning rule and the Hebbian rule coexist in single 
pyramidal neurons of the hippocampal CA1 area (Tsukada et al., 2007).  The Hebbian rule 
leads to the pattern completion and the spatiotemporal learning rule leads to the pattern 
separation.
Schematic illustrations were drawn in Figure-11abc. HEBB leads to pattern completion 
(Fig.11a). In contrast, STLR leads to pattern separation (Fig.11b). In the spatiotemporal 
learning rule, synaptic weight changes are determined by the “synchrony” level of input 
neurons and its temporal summation (bottom-up) whereas in the Hebbian rule, the soma 
fires by integrating dendritic local potentials or by top-down information such as 
environmental sensitivity, awareness, and consciousness. The coexistence of the 
spatiotemporal learning rule (local information) and the Hebbian rule (global information) 
on the neuronal level may support this dynamic process that repeats itself until the internal 
model fits the external environment (Fig 11c). The dendrite-soma interaction (Fig 11c) in 
pyramidal neurons of the hippocampal CA1 area can play an important role in the context 
formation of policy, reward, and value in reinforcement learning.  
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5. Mechanisms of reinforcement learning in single cells 

The role of soma spiking in relation to top-down information raises a number of interesting 
computational predictions. Hippocampal theta is one of the candidates of top-down 
information which is driven by the medial septum (Buzsaki et al.,1983). The theta 
stimulation of adult rat hippocampal synapses can induce LTP (Thomas et al.,1998). Another 
candidate is extrinsic modulation by acetylcholine, serotonin, norepinephrine and 
dopamine. They can alter neuronal throughput and BAPs (so-called “meta-plasticity”) in 
such a way that these transmitters diffuse broadly.  
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