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Abstract

A noise pattern analysis is used to demonstrate how water quality events can be classi-
fied. The algorithm presented mimics a random walk process in order to measure the 
level and type of noise in the water quality data. The resulting curve is analyzed and 
four different cases are identified. i.e. sensor problem, water source change, operational 
change and contamination. For each problem, the algorithm identifies a different pat-
tern. This pattern can be used later to reduce the level of false alarms in the monitoring 
system.

Keywords: water network, abnormality detection, multi parameters, clustering, 
unsupervised learning

1. Introduction

Anomaly detection in multivariate time series, such as water quality data, derived from water 
quality monitoring stations, is considered a non-trivial task. This is mainly due to the implica-

tion involved with both false positive and false negative situations.

In the case of false positive, i.e., the water is declared non-drinkable, and an alternative for 
customers must be found by the relevant water utility. This type of one-time event may be 
costly, while repetitive mistakes of this kind will eventually cause the monitoring system to 
be perceived as unreliable.

In the case of false negative, i.e., the monitoring system failed to detect a problem, some health 
hazard situations may develop and, in the long run, once again, the monitoring system may 
be considered unreliable.

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Several methods have been suggested as a methodology for detecting abnormal events in 
similar cases. The basic approach for solving such problems may be based on unsupervised 
machine learning (USL), As described in detail by Celebi and Aydin [1]. One of the first and 
most fundamental methods of USL is based on clustering. Clustering is a methodology which 
groups vectors into several similar groups, where the members of each group are as similar 
as possible and the differences between groups are as great as possible. Clustering may be 
distance-based or density-based. Examples of distance-based clustering, such as the kMean 
algorithm, were presented by Knorr and Ng [2, 3] who compute abnormality score by count-
ing neighbors to each point. More updated work in this field was introduced by Angiulli and 
Pizzuti [4] who compute the anomaly score of a data instance as the sum of its distances from 
its k-nearest neighbors. Ramaswamy et al. [5] extend this technique to spatial data. Their 
methods are also based on the kNN algorithm. Bay and Schwabacher [6] introduced the same 
algorithm with regard to pruning.

Another clustering philosophy is based on density of points. Examples of such cases are 
Breunig et al. [7, 8], in relation to relative density. Jin et al. [9] showed how some of the cal-
culations can be skipped. Tang et al. [10] further improved clustering by adding the idea of a 
connectivity-based outlier factor, which refers to the number of connections between points. 
Jin et al. [9] also introduced improvements by adding the idea of symmetric neighborhood 
relationship. The main density-based algorithm is known as the EM algorithm.

In both methods - distance or density - the result is a multi-dimensional data structure which 
contains centroids. A centroid is a center of a group. It is, in the broadest sense, the group’s 
center of gravity, i.e., the coordinates of the center of the group in each dimension. Once such 
a data structure exists, each new incoming record is evaluated based on its distance from the 
most nearest centroid. If the new incoming record is too far from any known centroid, it is 
declared a suspicious record, one that should be examined. After examination, the new point is 
classified, either as a True or False event. This classification is added to the model’s learning set.

A second method, which has been used for abnormality detection, is based on a prediction 
methodology. According to this methodology, one of the variables in a multi-dimensional space 
is considered to be a dependent variable, whose value or class (in the case of discrete values) 
is related to the other variables. Given that, a mathematical model is then constructed, which 
describes the relation between the dependent variable and all other variables. This model can 
be based, for example, on linear regression, decision trees or neural networks. In this case, each 
new incoming record is used to generate a prediction. If the predicted value is too far or has a 
different class value than the actual value of the dependent variable, the new incoming record, 
is again considered abnormal and must be investigated. An example of such a methodology is 
given by Stefano et al. [11], Odin and Addison [12], Hawkins et al. [13] and Williams et al. [14].

A third method, which will be the focus of this chapter, is based on examining noise pat-
tern changes, generated by the multi-dimensional data. Several methods have been suggested 
along this line. A fundamental method has been demonstrated by Cheng et al. [15], which 
used an RBF1 function to identify abnormal patterns in a moving window.

1Radial basis function (see https://en.wikipedia.org/wiki/Radial_basis_function).
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The methodology suggested in this chapter is based on Brill [16]. This methodology is based 
on detection and classification changes in noise patterns. Noise is measured based on the 
distance traveled by an artificial particle located at the normalized coordinates of the multi-
dimensional vector. The difference between Cheng et al. [15] and Brill [16] is in the clas-

sification type of the abnormal events. While the first uses a True and False classification, 
the second adds the hazard and non-hazard classification. As will be demonstrated later in 
this chapter, patterns in this noise can be explained by different events related to the water 
network.

The aim of this chapter is to describe a different methodology for abnormality detection in 
water network. The chapter describes the basic model and presents a numerical illustration of 
the calculation framework. Than it illustrates four different cases which enable the identifica-

tion of changes in the noise pattern and their related events. The last section concludes the 
chapter.

2. The model

The following section presents an overview of the mathematical model used in this chapter. 
It starts by examining Brownian Motion (BM), which is named after Robert Brown [17], who 
discovered the typical movement of flowers seeds on the water’s surface. Einstein [18] used 
the idea of BM in order to provide precise details about the movement of atoms. This expla-

nation was later further validated by Perrin who awarded the physics noble price for 1926.

BM was also used by Louis Bachelier [19] (1900) in his Ph.D. thesis “The Theory of Speculation”, 
in which he presented a stochastic analysis of the stock and option markets. His work went 
on to inspire the novel work of Black and Scholes [20], which awarded them the Nobel Prize 
in economics.

Modern literature gives many examples of the usage of BM in various areas; most are related 
to biology, chemistry, physics and other fields of life sciences. However, it is rare that such a 
technique or a similar one is used for the analysis of abnormal water events - the main topic 
of the current chapter.

One of the central results of BM theory is an estimation of the traveling distance of a particle, 
which travels using random movement in a given time interval across a multi-dimensional 
space. According to this theory, if  ρ (x,m) is the density function of particles at location x (were 
x is a single dimension, e.g., one axis) at time m, then ρ satisfies the diffusion equation:

    
∂ ρ

 
___

 ∂ m   = D   
 ∂   2  ρ

 
___

 ∂  x   2 
    (1)

where D is the mass diffusivity, a term which measures how fast particles of a given type may 
move in a specific material, in our case, water. The solution of Eq. (1) gives a density function 
with a first moment, which is seen to vanish, and a second moment given by:

    ̄   x   2   = 2D ∗ m  (2)
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The left side of Eq. (2) expresses the distance at which a particle can be found from its origin, 
given the elapsed time m and the diffusivity parameter D. Assuming x is distributed nor-

mally, the maximum value a particle can travel for a given time can be calculated using (2) 
with a given confidence interval.

Using Eq. (2), and assuming that the left hand side of (2) is distributed normally, and its stan-

dard deviation (S) can be estimated empirically, the probability of a particle to travel a given 
distance from its origin within m units of time can be calculated by:

  L =  √ 

_______
 2D ∗ m   +  S   ∗  t (α)   (3)

where t(α) is the confidence interval factor, based on the level of confidence required (drawn 
from the student distribution). Thus, if a particle is found within m steps at a distance which 
is greater than L units from its origin, it is considered an abnormal event.

In the physical or chemical diffusion process, the value of D is determined based on mate-

rial properties, and the value of m is measured in continuous time. In the current model, 
these values should be determined using another methodology as explained in the following 
paragraphs.

Let us denote with vector X
m
 the set of quality measurements of water at each moment m 

and, assuming X
m
 has K dimensions. The value of X

m
 can be normalized with the following 

process equation:

    v ̂    
m
  k   =   

 X  
m
  k   −  X  min  

k  

 
________

 
 X  max  
k   −  X  min  

k  
    (4)

where   v  
m
  
k
    is the normalized k dimension of vector V

m
 and m is the discrete time index. The 

subscripts max and min refer to the maximum and minimum value of this dimension over 
the whole data set.

Let’s also define the distance between two vectors to be denoted by   DN  
m
  
n
    (where DN stands 

for Dynamic Noise). This measurement is calculated as the normalized Euclidian distance 
between two values of V

m
 and is given by the equation

   DN  
m
  n   =   V ̂    

m
   −   V ̂    

m−n  .  (5)

Note please that unlike in the case of BM where the distance of a particle from its origin 
increases with time, in the case of the DN, the particle may turn back to its origin.

An illustration of this distance in a normalized two-dimensional space is shown in Figure 1. 
In this case, V

m
 is a two-dimensional vector.

In terms of Figure 1, assuming a dataset with M records and two variables in each record (x
1
 

and x
2
), one may look at this dataset as a description of location for a particle in each time 

stamp. After normalizing the dataset according to Eq. (4), the Euclidian distance between each 
two points is the distance this particle travels. If the distance is measured in a five-step gap, 
the result may be a chart as shown in Figure 1.
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Figure 2 shows a schematic chart of   DN  
m
  
n
    over time without exceeding the L limit. As explained 

previously, under normal conditions the value of   DN  
m
  
n
    is not expected to go above the value of 

L, with a confidence level equal to 1 − α. The value of L can also be obtained. In Figure 2, point 
1 refers to values of DN above the level of L for a constant period, while point 2 underline a 
significant change in the value of DN.

The first is calculated by comparing the value of   DN  
m
  
n
    with the result of Eq. (3), as calculated 

by data accumulated until the m point in time. The second is calculated by comparing the 
average normalized value of   DN  

m
  
n
    at a fixed-width moving window of   DN  

m
  
n
    with the average   DN  

m
  
n
    

known prior to this window.

3. Numerical example

This section numerically describes the calculation procedure as described in the previous sec-

tion. Table 1 contains an example data set with 20 records. The measured variables are Free 
Chlorine (CL), Turbidity (TU), pH and Conductivity (CO). These are a common water quality 
indicators.

Figure 1. BM distance traveling in two dimensions.

Figure 2. DN over time.
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Max 1 1 9.5 600

CL

Normalized data

CO DN

Min 0 0 6 300

No CL TU pH CO TU pH

1 0.60 0.09 7.69 536.00 0.60 0.09 0.48 0.79 0.0000

2 0.59 0.09 7.70 541.50 0.59 0.09 0.49 0.81 0.0000

3 0.60 0.08 7.70 538.00 0.60 0.08 0.49 0.79 0.0000

4 0.60 0.09 7.70 538.00 0.60 0.09 0.49 0.79 0.0000

5 0.60 0.09 7.71 538.00 0.60 0.09 0.49 0.79 0.0000

6 0.60 0.08 7.70 537.00 0.60 0.08 0.49 0.79 0.0003

7 0.60 0.09 7.70 536.00 0.60 0.09 0.49 0.79 0.0001

8 0.60 0.12 7.70 535.50 0.60 0.12 0.49 0.79 0.0008

9 0.60 0.12 7.70 536.00 0.60 0.12 0.49 0.79 0.0010

10 0.60 0.09 7.70 533.00 0.60 0.09 0.49 0.78 0.0002

11 0.60 0.09 7.70 533.00 0.60 0.09 0.49 0.78 0.0002

12 0.59 0.08 7.70 529.00 0.59 0.08 0.49 0.76 0.0016

13 0.60 0.08 7.71 529.00 0.60 0.08 0.49 0.76 0.0024

14 0.59 0.09 7.71 545.00 0.59 0.09 0.49 0.82 0.0017

15 0.59 0.09 7.71 545.00 0.59 0.09 0.49 0.82 0.0017

16 0.60 0.09 7.71 545.00 0.60 0.09 0.49 0.82 0.0029

17 0.59 0.08 7.71 544.00 0.59 0.08 0.49 0.81 0.0025

18 0.59 0.09 7.71 545.33 0.59 0.09 0.49 0.82 0.0000

19 0.59 0.08 7.71 540.00 0.59 0.08 0.49 0.80 0.0004

20 0.59 0.08 7.71 538.00 0.59 0.08 0.49 0.79 0.0006

Table 1. Data for numerical example.
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The first two rows display the minimum and maximum values of each variable. These values 
were used to normalize the records in the left side of the table to the right side of the table. 
After normalization, a vector of the Euclidian Distance between each pair of records with a 
difference of 5 steps was calculated. This vector is the most right column in the table. The 
first value in this vector (located in row 6) contains the distance between record 6 to record 1. 
The second contains the distance between record 7 to record 2. The chart in Figure 3 displays 
relevant DN chart.

In the following section, examples from a read data set are used to illustrate the analysis 
framework of abnormality detection and classification using this methodology.

4. Real data example

The following examples refer to a real data set recorded at a field station with measurements, 
as presented in Table 2. The table’s quality measurements include Free Chlorine (Cl mea-
sured in ppm), Turbidity (TU measured in NTU), pH, Conductivity (CO measured in mS), 
and pressure (PRI measured in bars). For each measurement, the algorithm dynamically cal-
culates the minimum and maximum values of the last 48 hours. (see first two rows of Table 1).

Figure 3. Dynamic noise chart.

Symbol Measurement Units Minimum Maximum

Cl Free Chlorine mA 0 2

TU Turbidity NTU 0 2

pH pH pH 6 9.5

CO Conductivity mS 0 800

PRI Pressure Bar 0 15

Table 2. Measurements.
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Typical minimum and maximum values are shown in Table 2. Given these minimum and 
maximum values, the raw measurements are transformed into normalized measurements, 
as shown by Eq. (4) of Section 2. The normalized measurements are used to calculate the 
“Dynamic Noise”, as shown in Eq. (5), with a lag difference between the records of 10 time-
stamps. Figure 4 shows the distribution of the dynamic noise values.

As can be seen from the histogram, a value which is more than 0.25 is rare (see red arrow). 
Hence, the threshold for the dynamic noise was set to 0.3. In terms of Section 2 of this 
chapter, L = 0.3.

The first data analysis step with regard to the dynamic noise algorithm is to estimate the 
normal conditions, i.e., to observe how a dynamic noise curve behavie in case of a normal 
data flow. Figure 5 shows a normal period of time for the four water quality measurements. 
Note that pH ranges between 7.70 and 7.79; Free Chlorine ranges between 0.37 and 0.48; 
Conductivity usually has an average of around 520–530 with short drops to 450; and Turbidity 
ranges between 0.09 and 0.12.

Figure 6 shows the equivalent dynamic noise for the relevant measurements. As can be seen, 
the values range between 0.03 and 0.25 at the most.

We will now discuss four different cases, in which the dynamic noise violation threshold is 
analyzed. Note please that violation of the threshold L triggers an alarm only after a delay 
time in which the value of the DN is above the level of L. This in order to avoid false alarms 
caused by short spikes.

Case 4.1: Malfunctioning of sensors

The first case shows a situation in which two of the sensors stopped functioning for a short 
period of time. As can be seen from Figure 7, the Cl and the pH dropped suddenly to zero for 
a short period. This may result from communication problems, which are very common with 
distributed I/O.

Figure 4. DN histogram.

Applications in Water Systems Management and Modeling40



Figure 6. DN for normal measurements.

Figure 7. Malfunctioning of sensors.

Figure 5. Normal measurements.
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Figure 8 shows the resulting dynamic noise curve of the sensor’s malfunctioning. As can be 
seen, the drop in the values of Cl and pH causes a sharp increase in the value of the dynamic 
noise. After a short period, when the sensors resume functioning, the value of the dynamic 
noise drops back to a level below the red threshold line (0.3).

Note also that if the sensors remain non-functional for a long period of time, and the algo-
rithm stops using the values of these sensors as part of Eq. (5), the level of the dynamic noise 
curve will be lower during steady state, since less sensors are transmitting data.

The gray box around the area of the event depicts the shape of the dynamic noise curve as a rect-
angle. This is due to the sharp change in the values of certain sensors. This sharp change can only 
occur during sensor failure . A chemical change in water quality cannot occur within 1 minute.

Case 4.2: Operational change

The second typical change is an operational change. This is defined as a situation in which one 
of the variables controlled by operators has been changed. Some examples of such variables 
may be pressure or flow. An operational change may influence the variables’ quality. One 
such example of this type of situation is shown in Figure 9. The black line shows a change in 
the pressure (PRI) value. Shortly after this change, a peak in the Turbidity value is recorded 
(see red line in Figure 9).

Figure 10 shows the corresponding changes in the dynamic noise curve. The chart indicates 
that the operational change also results in the violation of the dynamic noise’s “red line”. 
However, this can be explained by the change in the operational variable.

Since operational changes are also sudden changes, the peak in the dynamic noise curve is 
immediate. However, the return to normal happens gradually. This is the reason why the 
gray area has a triangular shape in Figure 10.

Case 4.3: Water source change

The third case illustrates what happens when a change is made to the water source. In this 
case, if the attributes of the water from the new source are different, the footsteps of the water 
source change can also be seen in the dynamic change curve.

Figure 8. Noise curve for sensor malfunctioning.
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Figure 11 shows a change in the water source. Conductivity rose from a level of 345 mS to a 
level of 385 mS (within 6 hours, from 10:00 am to 4:30 pm). Together with this, the pH level 
dropped from 8.20 to 8.07.

The effect on the dynamic noise curve can be seen in Figure 12. The average value of the 
dynamic noise curve has changed. This is due to the change in the noise level of the water 
measurements from the new source.

A change in water source, which can take between 30 and 60 minutes and up to several hours, 
will result in a change in the noise of the dynamic noise curve. Sometimes, it will also cause a 
change to occur in the average value of the dynamic noise.

Case 4.4: Contamination event

Finally, we have the case of contamination. Figure 13 shows raw data from a typical contami-
nation event. The event starts with a drop in the Free Chlorine (see green line in Figure 13). 
This is due to chlorine consumption by the contaminator. Shortly after, the Turbidity level 
starts to rise (see blue line in Figure 13).

Figure 9. Operational change - raw data.

Figure 10. Operational change - dynamic noise curve.
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Figure 11. Water source change - raw data.

Figure 12. Water source change - dynamic noise.

Figure 13. Contamination event - raw data.
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At the same time, the chlorination dosing system reacts to the situation and the level of Free 
Chlorine once again rises to a normal level; and due to the diffusion factor, the Turbidity 
level gradually drops. The result of this event can be seen in the dynamic noise line shown in 
Figure 14.

As seen in Figure 14, when the event starts, the dynamic noise curve rapidly rises above the 
red line of the threshold. It is fast, but not steep, as in the case of sensor malfunctioning or 
water source change. Once the maximum level of contamination has been obtained, the level 
starts to gradually drop, due to the diffusion effect, which causes the contamination to be 
diluted with the incoming water. This is why the right side of the curve in Figure 14 is not 
symmetric to the left side of the blue curve. The overall situation creates the shape of non-
symmetric triangle, as is illustrated by the gray area in Figure 14. Note that the farther the 
contamination’s penetration to the system is from the measuring point, the less non-symmet-
ric and the shorter the triangle will be. This is due to the dilution effect.

5. Concluding remarks

The current chapter demonstrates how the simple pattern recognition of a curve created by 
a noise capture process, similar to a random walk, can be used to classify different types of 
abnormal events. The presented algorithm uses the imaginary center of gravity of the water 
quality measurements in order to measure the noise of the process captured as traveling dis-

tance. It has been shown that the created curve has a maximum value, due to the nature of the 
process. This threshold is violated when abnormal events occur.

Four different types of abnormal events were examined: malfunctioning of sensors, opera-

tional change, water source change and contamination events. Numerical examples based on 
real data show that each of the events has a different “signature”, which enables the identifi-

cation of the event’s nature.

Figure 14. Contamination event - dynamic noise.
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The current chapter shows how water analytics can be used as part of the information sys-

tem which helps operators protect the water system. The above framework can also assist 
control systems in regard to the automatic classification process of observed events, in order 
to reduce the level of false alarms in water monitoring systems. For example, this may be 
achieved by eliminating alarms like the first three types analyzed in this study and notifying 
operators only in the case of contamination event alarms.
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