
Selection of our books indexed in the Book Citation Index 

in Web of Science™ Core Collection (BKCI)

Interested in publishing with us? 
Contact book.department@intechopen.com

Numbers displayed above are based on latest data collected. 

For more information visit www.intechopen.com

Open access books available

Countries delivered to Contributors from top 500 universities

International  authors and editors

Our authors are among the

most cited scientists

Downloads

We are IntechOpen,
the world’s leading publisher of

Open Access books
Built by scientists, for scientists

12.2%

186,000 200M

TOP 1%154

6,900



Chapter 7

Minimum Energy of Computing, Fundamental
Considerations

Victor Zhirnov, Ralph Cavin and Luca Gammaitoni

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/57346

1. Introduction

Energy consumption during computation has become a matter of strategic importance for modern ICT and
its impact on future society. In this chapter we review some of the basic principles governing energy
consumption in ICT and discuss future perspectives toward more efficient computers.

In the last forty years the progress of the semiconductor industry has been driven by its ability
to cost-effectively scale down the size of the CMOS-FET [1] switches, the building block of
present computing devices, and this has provided continuing increases in computing capa‐
bility. However, this has been accompanied by a continuing increase in energy consumption
and heat generation up to a point where the power dissipated in heat during computation has
become a serious limitation [2, 3]. The energetics issues of current and future computation
raises a question of the ultimate energy efficiency of computation that is reminiscent of the
Carnot limit for the efficiency for heat engines [4]. It should be noted that the entire discipline
of thermodynamics emerged from the practical need to increase the efficiency of utility heat
engines. Innovations in steam engines and internal combustion engines have been driven by
the need to more closely approach the ideal limit of a Carnot engine. Today, approximately
200 years after the work of Carnot, the problem of understanding the efficiency of generalized
energy generators remains, although today the object of interest not only includes large power
plants but also small scale devices and systems for information processing. In fact, one can
view information processor as a computing engine that transforms incoming energy flow into
useful work and also produces some heat [5].

Interesting insights on the energy efficiency of binary elements were obtained in pioneering
studies by John von Neumann and subsequently by Charles H. Bennet and Ralph Landauer
in the last century. It has been shown that information processing is intimately related to energy
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management (“information is physical”). Specifically, Bennet and Landauer have shown that
there exists a minimum amount of energy required to perform any irreversible computation.
The ultimate limit on the minimum energy per switching is set at kBTln2 (approximately 10-21

J at room temperature) [6, 7] called the Shannon-von Neumann-Landauer (SNL) limit [8]. As
Landauer argued, this minimum amount cannot be reduced to zero if some information is
discarded (erased) during the computation process. The reason is directly linked to thermo‐
dynamics: erasing information decreases the overall entropy of the system and this cannot be
done without dissipating heat of at least kBT ln2 Joule per bit erased [7, 8].

While the physical limits of individual binary elements (switches) have been explored to a
significant depth (many questions remain open however), currently, there are no theoretical
results available that characterize the maximum computational efficiency of a computing
systems as a whole; for example, in the spirit of the bound on efficiency of heat engines obtained
by Carnot. A full understanding of possible limits to computational performance similar to
the Carnot efficiency limit for heat engines would be extremely important both from theoretical
point of view and could guide the design of future extremely energy-efficient computational
engines. As an example, the Nanoelectronics Research Initiative was launched in 2005 [3],
funded by a US-based consortium of semiconductor companies, and federal and state
governments, to address a grand challenge to understand the fundamental energy limits of
the physics of both binary elements (logic and memory) and computing systems. Before
exploring the basic principles that govern minimum energy dissipation in devices and
computation, it is appropriate to briefly review the state of the art for present computers.

2. Energy dissipation in present computers — A field survey

The four main information processing functions in modern electronic ICT systems are:
computation, communication, storage, and display, as shown in Fig. 1 [9]. In the U. S. alone
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Figure 1. Energy consumption by four primary information processing functions in modern electronic ICT systems [9].
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these constitutes about 290 TWh/year of electrical power, costing ~$30 Billion/year and the
amount of electrical energy consumed by ICT is expected to continue to grow. It is instructive
to review the sources of energy consumption in state-of-the-art ICT systems, since this may
offer insights for possible directions to improve their energy efficiency.

Figure 2. Device and circuit capacitance as a central concept of microelectronics.

2.1. Logic and memory devices

The main source of energy consumption in electronics is charging and discharging of electrical
capacitances, which are present in all electronic devices. To illustrate this, an example of a
dynamic random-access memory (DRAM) where several distinct capacitors are present, is
shown in Fig.2 including a storage capacitor Cs, the gate capacitor Cg of the field effect transistor
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(FET), and interconnect capacitor Cint formed by the wires used to connect individual memory
cells in an X-Y array.

Energy dissipation by charging a capacitor is a central concept of microelectronics as operation
of all electronic devices involves charging/discharging corresponding capacitors. When a
capacitor is charged from a constant voltage power supply, energy is dissipated, i.e. converted
into heat. Consider a typical model circuit consisting of a capacitor C in series with a resistor
R (Fig. 3). Suppose a constant voltage of magnitude V is applied to the circuit at t=0 and
electrical charge flows to the capacitor. The charging of the capacitor is characterized by a time-
dependent voltage drops both on the resistor and the capacitor:
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The energy dissipated in the resistor R during charging is:
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Note that the energy dissipated in the resistor is independent of the resistance value R. As
result of the charging process, the capacitor stores the energy EC = ½CV2, and thus the total
energy required for constant charging voltage (the switching energy) is:
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Figure 3. Generic RC circuit.

2=swE CV (4)
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Now capacitance is related to a linear dimension, L:

0~ eC L (5)

If binary switching (i.e. capacitor charging and discharging) occurs with a frequency f, the
operational power is:

2a a= =swP E f CV f (6)

Where α is the activity factor, α=1, for a square-wave switching and α<0.5 in typical digital
circuits. In a circuit with a large number of transistors, Ntr, the total switching energy is Esw =
Ntr Esw1, where Esw1 is the switching energy of an individual transistor. Note that (4) and (6)
refer to dynamic switching energy and power, directly related to the ON/OFF switching. There
is also a parasitic leakage power component that will be discussed in the following.

According to (4), on the level of elementary operations (e.g. binary switching), the control space
is limited by only two parameters – operating voltage and device and capacitance (devices and
interconnects), and both these parameters have been considerably reduced during past 40
years as result of scaling – the continuing decrease of the device critical dimension, F, from
tenths of micrometers to only a few nanometers. One immediate implication of scaling is a
linear decrease of device capacitance (e.g. the FET gate capacitance, Cg) with F: Cg=k1F. If voltage
can also be linearly scaled with the device size with some coefficient of proportionality k2, i.e.
V=k2F then the FET switching energy (CV2) decreases as the cube of the device dimensions:

( )22 3
1 1 2 1 2= = × =sw gE C V k F k F k k F (7)

Switching energies of individual transistors for several generations (1994-2011) of microproc‐
essor units (MPU) are shown in Table 1 and Fig. 4. The data points for this ‘bottom-up’
approach were taken from several editions of the International Technology Roadmap for
Semiconductors (ITRS) [10]. Note that the data points are approximated by a nearly cubic
power function with strong correlation (the determination coefficient R2 = 0.97), which is
consistent with (7).

Now, it is instructive to compare the ‘bottom-up’ number with a ‘top-down’ average energy
per transistor calculated from total power dissipation in practical microprocessors. From (6):

1 a
=sw MPU

tr

PE
fN (8)

The ‘top-down’ data points plot in Fig. 4 were obtained using (8), data from Table 1 and
assuming the activity factor α=0.25.
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Figure 4. Switching energies of individual transistors in several generations (1994-2011) of microprocessors, calculat‐
ed using ‘bottom-up and ‘top-down’ approaches

Comparison of the ‘top-down’ and ‘bottom-up’ lines shows a clear divergence of the two as
scaling continues. For a better visualization, a plot in Fig. 5 shows the ratio of the individual
transistor dynamic switching energy (‘bottom-up’) to the average energy per transistor in MPU

( ‘top down’):
Esw1
Esw1 MPU

.

While for larger scale devices (e.g. ~ 1μm), the switching energy of transistor is a determining
factor in the total chip energy consumption, for sub-100 nm technology nodes, the fraction of
the transistor dynamic energy in the energy balance decreases. Indeed, transistor dynamic
energy consumption constitutes ~20-30% of the total energy in modern microprocessors (22-65
nm node), and is expected to further decrease for 10nm devices and below. This trend is driven
by increased dissipation in interconnects and off-state leakage losses.

As follows from the above, wires connecting binary switches, constitute a significant (and often
dominant) portion of the energy consumption in ITC, and suggests a Carnot-type efficiency
limit for computational engines.
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Processor Year F, nm IPS f, MHz Ntr P, W
‘bottom-up’

Esw, fJ

‘top-down’

Esw, fJ

Intel Pentium 1994 800 1.88E+08 100 3.10E+06 10.1 122.72 130.32

Intel Pentium Pro 1996 500 5.41E+08 200 5.50E+06 35.0 31.32 127.27

PowerPC 750 1997 260 5.25E+08 233 6.35E+06 7.0 9.40 18.92

Intel Pentium III 1999 250 2.05E+09 600 9.50E+06 7.0 4.93 4.91

AMD Athlon 2000 250 3.56E+09 1200 2.20E+07 65.7 4.93 9.95

AMD Athlon XP 2500+ 2003 130 7.53E+09 1830 5.43E+07 68.0 2.59 2.74

Pentium 4 Extreme Edition 2003 130 9.73E+09 3200 5.50E+07 115.0 2.59 2.61

VIA C7 2005 90 1.80E+09 1300 2.50E+07 20.0 0.27 2.46

AMD Athlon FX-57 2005 90 1.20E+10 2800 1.14E+08 104.0 0.27 1.30

AMD Athlon 64 3800+ X2

(Dual core)
2005 90 1.46E+10 2000 1.54E+08 89.0 0.27 1.16

Xbox360 IBM "Xenon" (Triple

core)
2005 90 1.92E+10 3200 1.65E+08 203.0 0.27 1.54

PS3 Cell BE (PPE only) 2006 90 1.02E+10 3200 2.41E+08 200.0 0.27 1.04

AMD Athlon FX-60 (Dual

core)
2006 65 1.89E+10 2600 2.33E+08 125.0 0.09 0.82

Intel Core 2 Extreme X6800

(Dual core)
2006 65 2.71E+10 2930 2.91E+08 75.0 0.09 0.35

Intel Core 2 Extreme QX6700

(Quad core)
2006 65 4.92E+10 2660 5.82E+08 130.0 0.09 0.34

P.A. Semi PA6T-1682M 2007 65 8.80E+09 2000 1.10E+07 7.0 0.09 1.27

Intel Core 2 Extreme QX9770 2008 45 5.95E+10 3200 8.00E+08 136.0 0.06 0.21

Intel Core i7 920 2008 45 8.23E+10 2660 7.31E+08 130.0 0.06 0.27

Intel Atom N270 2008 45 3.85E+09 1600 4.70E+07 2.5 0.06 0.13

AMD Phenom II X4 940 2009 45 4.28E+10 3000 7.58E+08 125.0 0.06 0.22

AMD Phenom II X6 1100T

Thuban
2010 45 7.84E+10 3300 9.04E+08 125.0 0.06 0.17

Intel Core i7 Extreme Edition

980X
2010 32 1.48E+11 3330 1.17E+09 130.0 0.03 0.13

Intel Core i7 2600K 2011 32 1.28E+11 3400 1.16E+09 95.0 0.03 0.10

AMD E-350 2011 32 1.00E+10 1600 3.80E+08 18.0 0.03 0.12

Intel Core i7 875K 2011 32 9.21E+10 2930 7.74E+08 95.0 0.03 0.17

AMD FX-8150 2011 32 1.09E+11 3600 2.00E+09 125.0 0.03 0.07

Table 1. A 1994-2011 MPU summary
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2.2. ICT Systems

One indicator of the ultimate performance of an information processor, realized as an inter‐
connected system of binary switches, is the binary information throughput (BIT); that is the
maximum number of on-chip binary transitions per unit time. BIT is the product of the
transistor count Ntr with the clock frequency of the microprocessor f:

= ×trBIT N f (9)

It is instructive to investigate its relation to the overall computational performance of micro‐
processors, which is often measured in (millions) of instructions per second (IPS) that can be
executed against a standard set of benchmarks. As can be seen in Fig. 6, there is a strong
correlation between system capability for IPS and the binary throughput, and to a good
approximation:

( )= ´ rIPS k BIT (10)

For a variety of microprocessor chips (a selection of 39 chips produced in 1971-2011 by 10
different companies, for details, see [11], k~0.1 and r~0.64 with a high degree of accuracy (the
determination coefficient R2 = 0.98). This strong correlation suggests a possible fundamental

Figure 5. The ratio of the individual transistor dynamic switching energy (‘bottom-up’) to the average energy per tran‐
sistor in MPU ( ‘top down’).
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law behind the empirical observation. It is also instrumental for speculations about future
developments. According to (10), for a larger computational power, the binary throughput
needs to be further increased, which in- turn requires an increase in the number of transistors
and/or switching frequency. It is straightforward to show, however, that increasing BIT leads
to increased power consumption, according to an equation:

= ´ bitP BIT E (11)

Leading-edge high-performance chips already consume ~100 W of power (Figs. 6 and 7), and
this makes their cooling an important issue.

A connection between binary information throughput and power consumption is very visible
in memory blocks. Figure 6 shows a linear relation between read power and data rate for
several high-speed DRAM systems, consistent with (11).

 

In	 ሾ13ሿ	 an	 estimate	 of	 equivalent	 binary	 transitions	was	made	from	the	analysis	of	the	control	function	of	brain:	the	equivalent	number	of	binary	transitions	to	support	language,	deliberate	movements,	information‐controlled	functions	of	the	organs,	hormone	system	etc.,	resulting	in	 an	 ‘effective’	 binary	 throughput	 of	 the	 brain	 ~	 1019	 bit/s.	 An	 estimate	 of	 the	 number	 of	 equivalent	instructions‐per‐second	ሺIPSሻ	was	made	in	ሾ14ሿ	from	the	analysis	of	brain	image	processing	capability	resulting	in	~1014	 IPS.	 It	 is	clear	 that	 the	brain	 is	not	on	 the	microprocessor	 trajectory	 in	Fig.	7,	giving	rise	
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Figure 6. DRAM read power vs. data rate (adapted from [12])

The critical role of wires is also emphasized in memory circuits that are typically organized in
arrays connected with long wires shown in an insert in Fig. 2. The wire capacitance (propor‐
tional to the wire length) effects system-level energy per bit operation (calculated using (11)
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and indicated in red in Fig. 6). Note that the DRAM energy per bit is 10,000 times larger than
the system-level energy per bit in microprocessors!

When searching for alternative information processing technologies and architectures, the
human brain is often proposed as a different model for computation. In [13] an estimate of
equivalent binary transitions was made from the analysis of the control function of brain: the
equivalent number of binary transitions to support language, deliberate movements, infor‐
mation-controlled functions of the organs, hormone system etc., resulting in an ‘effective’
binary throughput of the brain ~ 1019 bit/s. An estimate of the number of equivalent instruc‐
tions-per-second (IPS) was made in [14] from the analysis of brain image processing capability
resulting in ~1014 IPS. It is clear that the brain is not on the microprocessor trajectory in Fig. 7,
giving rise to the hope that there may exist alternate technologies and computing architectures
offering higher performance (at much lower levels of energy consumption). On the other hand,
achieving brain performance with existing ITC would require a massive increase binary
throughput of the computing system, and this would also result in high power consumption.
For example, the most recent and most impressive demonstration of an artificial intelligence
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Figure 7. A trend for increasing computational performance through device scaling
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computer system, the IBM Watson supercomputer capable of answering questions posed in
natural language and the winner of the 2011 Jeopardy! quiz show, is built from ~3000 processor
cores (POWER7) each consisting of 1.2B transistors and operating at 3.5GHz, thus approximate
total binary throughput about 1022 bit/s. The machine consumes ~200kW of power [15]. The
fact that the brain, a- biological information processor, operates at only ~30W suggests that
there may exist alternate technologies and computing architectures offering higher perform‐
ance (at much lower levels of energy consumption).

3. Fundamental limits in energy dissipation of computing

As we have seen in the previous paragraph, energy dissipation in present computers is an
important issue. To reach a better understanding of the basic mechanisms behind energy
dissipation in computing devices we propose to approach the energy dissipation issue from a
very general and abstract perspective. We start this generalization by considering an ICT
device as a black-box machine [16] that performs the activity of processing information by
transforming some energy. For the moment we ignore any internal details of the functioning
of this black-box. Under this perspective an ICT device can be considered a special thermal
machine (see fig. 8).

Figure 8. An ICT device is a machine that inputs information and energy (in the form of work), processes both and
outputs information and energy (in the form of heat).

A traditional thermal machine is a device that processes energy. More precisely it transforms
energy in the form of heat into work for industrial applications. An ICT device is a slightly
more complex machine because it processes energy and information at the same time. More
specifically it inputs a certain amount of information and some energy in the form of work and
outputs a reduced amount of information and the same quantity of energy, although in the
form of heat (see Fig. 8). In order to define the dissipative processes that take place during its
functioning we need to consider both energy and information transformation processes. We
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have already addressed the energy transformation processes in Chapter 2. Here we focus our
attention on the information transformation processes.

3.1. Logic gates

In modern computers the information is processed via networks of logic gates that perform all
the mathematical operations through assemblies of basic Boolean functions. As an example
the NAND gate (Fig. 9) that, due to its universal character, can be widely employed in
connected networks to perform a other logic functions. In Fig.10 the combinational networks
of NAND gates for performing basic Boolean functions NOT, AND, OR are shown.

Figure 9. Symbolic representation of a NAND logic gate and the corresponding truth table. I1 and I2 are the input bits
and O is the output bit.

Figure 10. From left to right: NOT gate, AND gate, OR gate, all implemented by connecting together NAND gates.

According to the information preserving role of the logic operations we can distinguish the
logic function in logically reversible logic gates and logically irreversible logic gates. For example
the NOT function is implemented by a logically reversible logic gate because the value of the
input bit I can be deduced by the value of the output bit O, as it is well evident by inspecting
its truth table:

Figure 11. Truth table for the logic gate NOT.
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On the other hand the NAND gate (see Fig. 9) is clearly logically irreversible because the
knowledge of the output bit O does not allow to one to deduce the value of the input bits I1
and I2 in three cases out of four. According to the definition of quantity of information proposed
by Shannon[17], an irreversible logic gate decreases the quantity of information at its output.
As a simple example consider the NAND gate: there are two bits of information at the input
(see truth table in fig. 9) and 1 bit of information at the output. Thus the information balance
is negative and the logic gate is irreversible. On the other hand, in the case of the NOT gate
there is 1 bit at the input and 1 bit at the output. The information balance is zero and the logic
gate is reversible.

This section is entitled “Fundamental limits in energy dissipation of computing” but to date
the focus has been on logic gates, i.e. mathematical operations. What has all this to do with
energy? To answer this question we have to consider the fact that in a practical computer, the
logic gate function is realized by some material system. The bit value is represented by some
physical entity (signal) like electric current or voltage, light intensity, magnetic field,…etc. Such
signal inputs to the logic gate device and go through a transformation to represent at the output
the desired bit values. Modern logic gate devices are made by assembling more elementary
units: i.e., transistors. A transistor is an electronic device that performs the role of a switch by
letting or not-letting the electric current pass through. Examples of physical implementations
of logic gates will be discussed below.

3.2. Landauer limit

In the following section it will be demonstrated that the minimum energy to operate a physical
switch can be reduced to zero provided that the amount of information in the switch trans‐
formation is not decreased. This condition has been pointed out initially by John von Neumann
in a lecture in 1949 [6] and subsequently focussed by R. Landauer [7] and C. H. Bennet[8].

The reasoning is the following: the switch is a macroscopic apparatus composed by many
elementary parts (atoms) and thus can be considered a thermodynamic system approximately
at equilibrium with the environment. As was shown above, this implies that its transformations
are subjected to the laws of thermodynamics. We focus our attention on the single degree of
freedom (dof) represented by the switch status. This is a dynamical system coupled to the
thermal bath represented by all the remaining internal dof. A switch event is a change from an
initial condition to a final condition. During this change the exchanges of energy and entropy
need to be accounted for. If the switch is thermally isolated from the external environment,
then there can be no transfer of heat. Suppose for a moment that a switching event can be
performed without any work from outside (this point is addressed in the next paragraph), then
the only balance that needs to be taken into account is the change in entropy. This change is
measured by the change in the macroscopic configuration of the switch. If the change is from
state open to state close, then there is only one initial configuration and one final configuration.
There is therefore no net change in the number of configurations and thus no change in entropy
according to Boltzmann (see Chapter 2). Let’s suppose now that the switch is in an unknown
state (it will be shown later that this is the natural condition for a physical switch left alone,
after some time), this means that the switch can be in the open or in the closed state with equal
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probability in the initial configuration. If now a change is applied to put the switch into a close
(or open, same reasoning) condition, the number of configurations is changed from 2 to 1 and
thus there is a change in entropy (Chapter 2) given by:

S f -  Si =kB(ln 1 - log 2)=  - kBln 2 (12)

where KB is the Boltzmann constant. The change in entropy is associated with a change in heat
via the relation discussed in chapter 2:

TdS ≥dQ (13)

The equal sign holds when there is no other dissipation associated with the change. Thus based
on this reasoning every time that the number of input configurations is smaller than the output
configurations, there is a reduction of entropy. Due to the second principle of thermodynamics,
this process cannot occur spontaneously and energy expenditure is required. This energy has
a lower bound in the amount just given above.

This result can be generalized to ICT devices composed of an arbitrary number of switches.
The number of input configurations in a network of switches is associated with the number of
input bits to a system of ICT devices and the number of output configurations is related to the
number of output bits. Thus by computing the quantity of information change during the
operation the minimum energy expenditure for the operation can be determined. For the
simplest case (sometimes addressed as the reset operation) where a switch is set to a given value
(open or close), the minimum energy amounts to:

kBT ln 2 (14)

as anticipated at the beginning of this chapter.

The detailed physics of real switches is discussed in the following sections. The concentration
of the following discussion is on energy dissipation and addresses the more fundamental
question pertaining to the minimum energy dissipation in any possible ideal switch. In this regard
a switch is an ideal device that can assume only two states: open and close.

In the following the focus will be on the physics of a switch with the aim of elucidating the
general features associated with energy dissipation mechanisms that take place during the
switch operation. In doing this, however, we will ignore those mechanisms that are associated
with a specific technology (like the charging or discharging of a capacitor in the electronic
realization of a switch) and try to discuss the mechanisms that are common to any possible
realization of a physical switch. In order to reach this goal let’s start with the definition of
switch that we have introduced above: a (bistable) switch is a device that can assume two
distinguishable states.
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3.3. The dynamics of a “simple switch”

In order to describe the physics of a switch we need to introduce a dynamical model capable
of capturing the main features of a switch, regardless if it is realized with a purely mechanical,
electro-mechanical or electronic technology. According to the reasoning originally developed
by Landauer7 we assume that the switch dynamics can be described by a single degree of
freedom (dof ) that is identified with x. Let’s suppose that x is a continuous variable (e.g. the
position of a cursor or the value of a magnetic field) that can assume two identifiable stable
states: e.g. x<0 (logic state “0”), x>0 (logic state “1”). The two states, in order to be dynamically
stable, are separated by some energy barrier that should be surpassed in order to perform the
switch event. This situation can be mathematically described by a second order differential
equation like:

mẍ = −
d
dx U (x)−mγẋ + F (15)

Where F is an external force that can be applied when we want to change state, γ is the frictional
force that represent dissipative effects in the switch dynamics and

2 41 1( )
2 4

= - + +U x x x c (16)

is the bistable potential shown in fig. 12. The additive constant, c, is an arbitrary constant that
sets the zero level of the potential energy.

Figure 12. Bistable potential U (x)
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Suppose that at a certain time t0, the system is x<0 (logic state 0) and F = 0. This is equivalent
of picturing a material particle of mass m and position x, sitting at rest at the minimum of the
left well in figure 15 and is an equilibrium condition for the switch.

According to this model if a switch event is to be produced it is necessary to apply an external
force F capable of bringing the particle from the left well (at rest at the bottom) into the right
well (at rest at the bottom). Clearly this can be done in more than one way.

As an example we start discussing what we call the first procedure: a three-step procedure
based on the application of a large and constant force F=-F0, with F0 >0.

We start in step 1 (see fig. 13) with the particle on the left well and F=0. In step 2 we apply for
a certain time F=-F0 in order to change the potential shape into U (x) - F0 x (see fig. 13, step 2).

Clearly after some time the particle will move toward the right until it reaches the bottom of
right well, where, after few oscillations, it settles due to the presence of the dissipative force.
Then, step 3, the force F is removed and the system returns to the unperturbed potential of
Fig. 12. In this way, a switch event can be produced.

What is the minimum work that the force F must perform to make the device switch from 0 to
1 (or equivalently from 1 to 0). The work is computed as:

2

1

( )= ò
x

x

L F x dx (17)

where x1 and x2 are the starting and ending position of our particle.

In the above example the work is readily computed by considering that the total force acting
on the particle is F0 + dU/dx and has caused a displacement from x1=-1 to x2=1. The total work
performed is easily computed to be L0 = 2 F0. Is this the minimum work? Clearly it is not.

In order to demonstrate that it is possible to switch with a less work, let’s consider the following
5-step procedure (second procedure, see Fig. 14): in step 1 and step 5 let F=0; in step 2 lower
the potential barrier by applying a proper force F=-x. In step 3 apply an additional small

step 1                                                        step 2                                                        step 3 

 

 

Figure 13. Potential U (x) + F. First procedure: From left to right, step 1,2,3. Step 1 and step 3, F=0; step 2, F=-F0.
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constant force -F1 that tilts the potential toward the left. Now F=-x-F1. At this point the material
particle slowly moves toward the right. When the particle reaches the far right limit proceed
to step 4 and remove the F=-x force. Finally in step 5, remove the additional force F=F1 and
restore the original bistable potential.

step 1                                                        step 2                                                        step 3 

 

step 4                                                   step 5 

 

Figure 14. Potential U (x) + F. Second procedure: Step 1 and step 5, F=0; step 2 F=-x; step 3 F=-x-F1; step 4 F=-F1;

In order to compute the work performed on the particle observe that in step 1-2 and step 4-5
no work is performed because the applied force does not produce any displacement (or a
negligible one). The only work performed happened to be during step 3 where it is readily
computed as L1 = 2 F1. Now, by the moment that F1 << F0, as anticipated, we have L1 << L0. Based
on this reasoning it can be concluded that, provided an arbitrarily small constant force is
applied during the tilt, the resulting work will be arbitrarily small. Thus it can be concluded
that in principle it is possible to perform the switching event by spending zero energy provided
two conditions are satisfied: 1) The total work performed on the system by the external force
has to be zero. 2) The switch event must proceed with a speed arbitrarily small in order to have
arbitrarily small losses due to friction.

3.4. The dynamics of a more realistic “simple switch”

This analysis, although correct, is quite naïve, indeed. The reason is that it has been assumed
that the work performed, no matter how small, is completely dissipated by the frictional force.
As we have discussed in chapter devoted to energy however, for an isolated system the
existence of a dissipative force is the signature of the presence of a large number of degrees of
freedom that somehow accommodates the dissipated energy associated with work done by
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the force. In order to take into account a more realistic representation of the switch dynamics
[18] assume that the single-dof switch is coupled to a thermal bath that is at temperature T.
Although the switch is thermally isolated, exchanges of heat Q between the switch and the
thermal bath are possible. Moreover, due to the coupling with the thermal bath a fluctuating
force ξ (t) appears. At thermal equilibrium the Fluctuation-Dissipation theorem (see Chapter
on energy) links ξ (t) and the dissipative force. According to this (more physical) description
the switch dynamics can be described in terms of a Langevin equation, where the fluctuating
force now appears:

mẍ = −
d
dx U (x)−mγẋ + ξ(t) + F (18)

The fluctuating force ξ (t) is represented here by a zero average stochastic process that is
defined in statistical terms. The equation of motion has now become a stochastic dynamical
equation and its solution can be approached in statistical terms. One relevant quantity for
describing the system dynamics is represented by the probability density function P (x,t).
Specifically P (x,t)dx represents the probability for the observable x (the position of the particle)
to be at time t within the interval between x and x+dx. Accordingly

p0(t)= ∫-∞
0 P(x, t)dx and  p1(t)= ∫0

+∞P(x, t)dx (19)

represent the probabilities for the switch to assume the logic states 0 and 1, respectively. As
discussed before, it is now possible to address the problem of the work required to perform a
switch event in this new thermodynamic framework.

In this case the definition of the switch event itself must be reconsidered. Previously the switch
event was defined as the change from an equilibrium position (e.g. at rest at the bottom of the
left well) to another equilibrium position (e.g. at rest at the bottom of the right well). In this
new thermodynamic framework however the particle is never at rest: due to the presence of
the fluctuating force the particle will be randomly oscillating around the potential minima,
with occasional random crossings of the potential barrier between the two wells. Since the
potential is symmetrical and the fluctuating force has zero average, the two states “0” and “1”
have the same probability. This implies that the probability density distribution at equilibrium
P (x,t)=P (x) is stationary and symmetric, as represented in fig. 15.

Thus if the particle is placed at rest at the bottom of the left well, then after some time t1 it starts
to oscillate around the potential minima and after some longer time t2 it will jump into the
right well and eventually back into the left well and so on. The time t1 and t2 are random
variables. Their mean values τ1=<t1> and τ2=<t2> (with τ2 > τ1) can be computed on the bases of
the features of the potential U (x) and the stochastic force ξ (t). They are usually addressed as
the intra-well relaxation time and the inter-well relaxation time and, roughly speaking they
represent respectively the average time the system takes to establish equilibrium within one
well (as it would temporarily ignore that the potential is wider than a single well) and the
average time it takes to go to global equilibrium. Since τ2 depends exponentially on the barrier
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height between the two wells, in practical switches the barrier height is chosen to be large
enough to guarantee that τ2 >> τ1.

Based on these considerations define the switch event as the transition from an initial condition
toward a final condition, where the initial condition is defined as <x> < 0 and the final condition
is defined as <x> > 0. With the initial condition characterized by:

p0(t)= ∫-∞
0 P(x, t)dx≅1 and  p1(t)= ∫0

+∞P(x, t)dx≅0 (20)

and the final condition by:

p0(t)= ∫-∞
0 P(x, t)dx≅0 and  p1(t)= ∫0

+∞P(x, t)dx≅1 (21)

Clearly the conditions are reversed for a switch event from 1 to 0.

In order to produce the switch event, we proceed as follows: set the initial position at any value
x < 0 and wait a time ta, with τ1 << ta << τ2, then apply an external force F for an elapsed time tb

to produce a change in the <x> value from <x> < 0 to <x> > 0. Then remove the force. In prac‐
tice it will be necessary to wait a time ta after the force removal in order to verify that the switch
event has occurred, i.e. that <x> > 0. The total time spent has to satisfy the condition 2 ta + tb << τ2.

Figure 15. Bistable potential U (x) with superimposed the probability distribution P (x,t)=P (x) at equilibrium.
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Now that a switch event has been defined in this new framework, we can return to the question:
what is the minimum energy required to produce a switch event?

It is quite easy to see that in order to minimize the energy dissipation the role of the friction
has to be negligible. This requires that the switch process must be performed very slowly. As
already illustrated in the first procedure described previously (the constant force F0 procedure)
is not optimal. What about the second procedure? We can show that the second procedure, at
difference with our previous analysis, although it does allow for a zero work transformation,
it does not allow for zero energy expenditure. This is well apparent since in this new thermo‐
dynamic framework account must be taken for not only the energy changes due to the external
work but also the heat Q passages and thus the role of the entropy S of the system. Based on
the discussion in Section 11.3 and more generally in Chapter 2, we have seen that while a
switching transformation can be carried-out without spending any energy, a transformation
that evolve spontaneously (and thus increases the system entropy), if it is desired to perform
a transformation that decreases the system entropy it is necessary to expend a minimum
amount of energy ΔQ = T ΔS. In this case (particle in the double well) the system entropy can
be computed according to Gibbs as:

S = - kB∑
i

pilog pi (22)

Here the sum is limited to the two possible states in our switch and thus i=0,1. Thus if to perform
a switch event without spending energy it is necessary to follow a procedure that does not
require any entropy decrease during any of the steps. Let’s analyse the steps in the second
procedure. Note that between step 1 and step 2 the entropy of the system increases. This is due
to the fact that the potential is changed by lowering the barrier. At this point the particle
dynamics relaxes (in a very short time) to the new configuration and the entropy increases.
This is apparent by the change in the probability distribution (see fig. 16) and can be demon‐
strated quantitatively by simply assuming that in step 1 we have p0=1 and p1=0, this gives S1 =
-kB ln 1 = 0. In step 2 p0=p1=½ (see fig. 19) and thus S2 = -kB (½ ln ½ + ½ ln ½) = kB ln 2. Thus ΔS
= kB ln 2 >0. On the other hand, when there is a transition from step 2 to step 5 entropy is reduced
from S2 to S5=S1=0, thus ΔS = -kB ln 2 <0. According to the thermodynamics theses last steps
cannot be performed without providing energy to the system and thus the minimum energy
in this case is not zero.

Based on these considerations the conditions required to perform a switching event that
expends zero energy can be formulated: 1) The total work performed on the system by the
external force has to be zero. 2) The switch event has to proceed with a speed arbitrarily small
in order to have arbitrarily small losses due to friction. 3) The system entropy must never
decrease during the switch event.

In the following, as an example, a possible procedure (third procedure) that satisfies these
three conditions is shown. In order to satisfy condition 1), apply a force that keeps the average
position of the particle always close to the minimum of the potential well. In this case in fact
the force is zero and the work will be zero as well. In order to satisfy condition 2) a change in
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the applied force should be produced very slowly. Finally in order to satisfy condition 3), i.e.,
the probability density in state 0 and in state 1 is the same, apply a force that does not change
the probability density along the path (constant entropy transformation). This can be done by
applying a force that changes the potential as shown in fig. 17. Such a procedure clearly satisfies
the three conditions that we enunciated above.

Finally, to conclude this section observe that any physical bistable switch, if left alone for a
time that is of the order of τ2 will eventually evolve into a situation similar to Fig. 15. In this
case, when a switch event is required, the operation is completely similar to the reset operation
addressed by Landauer in his original works and thus a minimum of kB T ln 2 is necessarily
required to operate the switch.






step 1                                                        step 2                                                        step 3 

 

step 4                                                   step 5 

 

Figure 16. Potential U (x) + F. Equilibrium P (x) for the different cases. Second procedure: Step 1 and step 5, F=0; step 2
F=-x; step 3 F=-x-F1; step 4 F=-F1;

4. Charge based switching devices

Simplest charge based switch (Fig. 18) is a electromechanical device consisting of two metal
electrodes, that, depending on the switch’s state, are either separated by an air gap (OFF or
open – non-conducting state) contacts, or touching each other (ON or closed – conducting state).
The separation between electrodes is changed by applying external mechanical force (e.g.
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manually). Note that in the non-conducting OFF state, an energy barrier is present between
the metal electrodes that prevents electron transport between the electrodes (Fig. 18c). A barrier
is naturally present at the interface between metal and vacuum (air) and is called work function
(WF). A typical work function of stable metals is 4-5 eV. In realistic cases the barrier walls have
finite slope and rounded corners due to the image force effect [19, 20]. For smaller gaps, for
example when the left-hand electrode is moving towards the right-hand electrode under
external field, the shape of the barrier changes, with barrier height reducing and more
prominent corner rounding (Fig. 18c). Eventually, the barrier height is reduced to zero (even
before the electrodes touch) that manifests the transition to the ON (close) state. The fine
transient processes of Fig. 18c are often ignored in a simplified treatment, instead an abrupt
transition from a high-barrier to a zero (low)-barrier state is assumed (Fig. 18d).

The bistable switches can be used to implement the three fundamental logical operations, from
which all other logic functions, no matter how complex, can be derived. These operations are
NOT, AND, and OR. Fig. 19 shows generic schematics for the three basic logic gates. Each logic
gate consists of several distinct elements, e.g. switches and resistors. Switches can be imple‐
mented by different devices: electromechanical switches and relays, diodes, bipolar or field-
effect transistors etc. For example, different Implementations of the NOT gate (inverter) are

step 1                                                        step 2                                                        step 3 

 

step 4                                                   step 5 

 

Figure 17. Potential U (x) + F. Equilibrium P (x) for the different cases. Third procedure.
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shown in Figure 20. The generic switch in Figure 20a is implemented by a FET in Figures 20b

and c. The resistor in NMOS implementation (Fig. 20b) can also be realized by using a transistor

structure.

Figure 18. A bistable switch: a) An electromechanical switch example, b) Bistable switch schematics; c) Switch’s barrier
diagram and its evolution during OFF-ON transition; d) A simplified abrupt barrier transition model
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Figure 20. CMOS implementations of three fundamental logic operations: (a) NOT; (b) AND, and (c) OR

Finally in CMOS implementation of Fig. 20c, the resistor is replaced by a “complementary”
FET. The role of transistors in ICT is nowadays paramount and the energy dissipation caused
by these devices integrated in ICT was outlined in the previous sections.

Two basic electronic devices for information ICT will be considered here: the binary logic
switch and the binary memory element. As was shown in previous sections, the controllable
barrier model is an useful abstraction for these devices that allows for a simple and intuitive
analysis of the physics-based operational limits. At least one energy barrier is always present
in ICT devices, and it is fundamentally linked to the nature of information, which is a measure
of physically distinguishable states 21. If specified locations of an information-bearing particle
(e.g. electron) are used to define distinguishable states, a barrier is needed to prevent sponta‐
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neous transitions of an information–bearing particle from its ‘prescribed’ location (Fig. 21).
The barrier must also be controllable, i.e. there must be a certain gating mechanism to reduce
(ideally to zero) its height (or width) to allow wanted transition between informational states.
Thus the three generic requirements for the implementation of a particle-based binary switch
are i) the ability to detect the presence/absence of the particle in e.g., the location ‘0’ or ‘1’, ii)
the ability to preserve on demand the particle in the location ‘0’ or ‘1’, and iii) the ability to
move on demand the particle from ‘0’ to ‘1’ and from ‘1’ to ‘0’.

4.1. Electronic switches

In the above, time-dependent controlled barrier transitions based on gradual adjustments of
barrier shape and height were considered. In most practical cases, the treatment can be
simplified assuming the barrier transitions are necessarily fast and abrupt as shown in Fig
21. Using this abrupt transition model, we offer below a quick snapshot of the current state
and limitations of the electronic computing technologies due to thermal noise and quantum
fluctuations. An elementary switching operation of a binary switch consists of three distinct
phases shown in Fig. 21. For example, consider the switch in Fig. 21a switching from “0” to
“1”. The three steps are: 1) An external gating stimulus (e.g. voltage in case of charge-based
devices) is applied to the barrier to reduce it from Eb to 0, 2) the particle moves from’0’ to ‘1’
location (for this transition, an additional kinetic energy Ek must be supplied to the particle),
and 3) the barrier height is restored back from 0 to Eb to preserve the final ‘1’ state. All three
modes have characteristic times determined by physics and can be described by the coordinate
and velocity of the information carrier/material particle, and by corresponding energies. The
work required to suppress or restore the barrier is equal or larger than Eb. It is important to
note that in electronic devices, for technological reasons, this work is considered lost energy,
a condition that was not present in our previous ideal model in 11.3, when the lowering or
raising the barrier did not required per sè a finite amount of energy. Specifically in electric
charge based devices, changes in the barrier height require changes in charge density, and as
a result this always requires charging or discharging of a certain capacitor. As we have
discussed above, this require a certain amount of energy dissipated. Thus, in the first order
the barrier height determines the energetics of the ICT devices and it is desirable to keep Eb as
low as possible for low-energy operations. How small can the energy height be? The energy
barrier is needed to preserve a binary state in the presence of fluctuations, both classical
(thermal noise) and quantum effect (tunneling) are present. In the following we briefly discuss
these two important aspects.

Thermal noise.

The thermal noise is directly related to the fundamental result of thermodynamics, which states
that each material particle at equilibrium with the environment possesses kinetic energy of ½
kBT per degree of freedom due to thermal interactions, where kB is the Boltzmann’s constant
and T is absolute temperature. The permanent supply of thermal energy to the system occurs
via mechanical vibrations of atoms (phonons) and via the thermal electromagnetic field of
photons (background radiation). Thus the barrier height, Eb, must be large enough to prevent
spontaneous transitions (errors) [22] that occur when the particle spontaneously acquires
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thermal energy large enough to jump over the barrier. This can easily happen if the kinetic
energy of the particle E is larger than the barrier height Eb. This can be easily seen, by estimating
the probability for over-barrier transition from the Boltzmann distribution:

( ) exp
æ ö

= -ç ÷
è ø

b

B

Ef E A
k T (23)

The probability of over-barrier transition is equivalent to the probability that the particle gains
energy E>Eb which probability is obtained by integration of (23):

( ) exp exp
¥ ¥ æ ö æ ö

= = - = -ç ÷ ç ÷
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The coefficient A can be found from the normalization condition for (23):
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Substituting (25) into (24) obtain that the probability of over-barrier transition is

exp-
æ ö

= -ç ÷
è ø

b
o b

B

Ep
k T (26)

The minimum barrier height can be found from the distinguishability condition, which
requires that the probability of errors p < 0.5, in which case the switch is being operated at the
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Figure 21. Three phases of abrupt binary switching
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threshold of distinguishability. Solving (24) for p = 0.5, obtain the Boltzmann’s limit for the
minimum barrier height, Ebmin as

min ln 2 0.7 ~= »b B B BE k T k T k T (27)

Of course error probabilities much less than 0.5 are required in practice, and therefore the
barrier height Eb must be larger. For example in modern DRAM the probability of one
erroneous bit is ~10-9 in a month [10].

The barrier model along with (23) can be further applied to derive the classic formula for the
thermal (Nyquist-Johnson) noise, which plays a fundamental role in analog devices:

2 4= Dn BV k TR f (28)

( Vn
2 is the variance of the noise voltage across a resistor due to thermal agitations, R is the

resistance and Δf is operational bandwidth. A derivation of (28) using the barrier model is
considered in [23]).

Quantum effects

Another class of errors that impose limits on device scaling are quantum errors, which occur
due to quantum mechanical effects. These effects play a measurable role in a system whose
energy (E), momentum (p), space (l) and time (t) are such that the characteristic physical
parameter, the action, S ~ E t ~ p l, is comparable to the quantum of action h=6.63×10-34 J s (Planck’s
constant). The corresponding relations are known as Heisenberg Uncertainty Principle:

~
2

D ×D
hx p (29)

From (29), the minimum size of a scaled computational element or switch (Fig. 21) is

min ~
2 2 2

> D =
D b

h hL x
p mE (30)

where m is the mass of the information-bearing particle, for example that of the electron.

The Heisenberg relation (29) and its derivative (30) can be used for an elementary derivation
of an analytical form of tunnelling probability (known as Wentzel-Kramers-Brillouin (WKB)
approximation):

2 2~ exp
æ ö
- × ×ç ÷ç ÷
è ø

WKB b
mp a E

h
(31)
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Note that (30) and (31) emphasizes the parameters controlling the tunnelling process. They are
the barrier height Eb and barrier width a as well as the mass m of the information-bearing
particle. If separation between two wells is less than Lmin (30) the barrier structure of Fig. 21a
would allow significant tunnelling, which will destroy the binary information. Also, parasitic
leakage current will considerably increase the total power consumption. For a numerical
example using Eb=0.1eV and the effective mass of electron in semiconductor m*=0.19me (the
transverse electron effective mass in Si) obtain from (30)

L min ~
6.63⋅10−34

2 2⋅0.19⋅9.11⋅10−31⋅0.5⋅1.6⋅10−19
≈4.5nm,

which is an approximate minimum channel length of the Si logic FET[21]. This assessment is
consistent with ITRS, which projects the minimal physical gate length in logic FET to be ~5 nm
[10]. At this scale, leakage due to quantum mechanical tunnelling will be very significant and
may limit usage of these ‘ultimate’ devices in many practical applications.

4.2. Memory elements

Next consider ultimate dimensional scaling of the memory elements. To estimate the needed
barrier properties for memory, one needs to understand the limits on electrical conductance,
which can be done using another form of the Heisenberg relations [24]:

2
D D =

hE t (32)

Let’s consider an elementary act of electrical conductance for an electron passing from reservoir
A with energy EA to reservoir B with energy EB (Fig. 22).

Figure 22. Illustration to the derivation of quantum conductance

The corresponding voltage (potential difference) between A and B, VAB and the current, IAB,

flowing from A to B are:

D-
= =A B

AB
EE EV

e e
(33)
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(34)

The minimum passage time Δt from (32) is:

2 2
D = =

D
h ht
E eV

(35)

Putting (35) into (34), and taking into account Ohm’s law, i.e. I=V/R, obtain:

2

0

2
= × =AB

e VI V
h R

(36)

where

0 2 12.9
2

= = W
hR k
e

(37)

is quantum resistance. A related parameter is quantum conductance:

2

0
0

1 2
= =

eG
R h

(38)

The quantum resistance/conductance sets the limit on electrical conductance in a one-electron
channel in the absence of barriers.

0
0 12.9

= =
W

V VI
R k (39)

If a barrier is present in the electron transport system, the conductance will be decreased due
to the barrier transmission probability pT < 1. The electrical conductance in the presence of
barrier is obtained by multiplying the barrier-less quantum conductance (38) by the barrier
transmission probability:

0
1

= = × TG G p
R

(40)

Eq. (40) is a form of the Landauer formula [25] for a one-electron conductive channel.
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Let now consider as an example the insulator-conductor-insulator memory element shown in
Fig. 23, which is representative of floating gate cell used in flash memory. In memory cells that
store electron charge, two distinguishable states 0 and 1 are created by the presence (e.g. state
0) or absence (e. g. state 1) of electrons in the charge storage node. In order to prevent losses
of the stored charge, the storage node is defined by energy barriers of sufficient height Eb to
retain charge (Fig. 23). Assume only one electron is stored. The store time (or corresponding
characteristic escape time) is:

=s
leak

et
I (41)

The two mechanisms of the charge loss are over-barrier leakage and through-barrier tunnel
leakage. In both cases the leakage current from the storage node can be calculated from the
Landauer formula (40):

0= × ×leak TI G V p (42)

In the following, the thermal voltage V =
kBT
2e  will be used as a lower bond.
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Figure 23. An insulator-conductor-insulator memory element, representative of flash memory.

The probability of thermal over-barrier transitions is the Boltzmann probability - From (42)
and (26) the one-electron over-barrier current Io-b is:

2 exp-
æ ö

= × × -ç ÷
è ø

b
o b B

B

EeI k T
h k T (43)

The factor of 2 in (43) appears because escape is possible over either of two barriers that confine
an electron as shown in Fig.23.

The electron escape time (the retention time) due to over-barrier transport is:
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If over-barrier leakage is the only mechanism of charge loss (when the barrier width a is
sufficient to suppress tunneling), the escape time is equal to the one-electron retention time,
to-b=ts.

For a specified tr, the required minimum barrier height is:

min
2ln æ ö= ç ÷

è ø
B

b B s
k TE k T t
h

(45)

In the case of the ‘minimum nonvolatile memory’ requirement, i.e. tr>10 years, (45) gives Ebmin

≥ 1.29 eV (~50kBT) at T=300 K.

A second source of charge loss is electron tunneling. The corresponding tunneling current IT

is:

2 22 exp
æ ö

= × × - × ×ç ÷ç ÷
è ø

T B b
e mI k T a E
h h

(46)

The electron escape time due to tunneling is:

2 2exp
2

æ ö
= × ×ç ÷ç ÷

è ø
T b

B

h mt a E
k T h

(47)

The total retention time due to both mechanisms can be estimated as:

-
=

+r
o b T

et
I I (48)

Suppose that the barrier height is large enough to suppress over-barrier escape, i.e. Eb>>Ebmin,
where Ebmin is given by (45). In this case, the store time will be determined by the tunneling
time, tT: ts≈ tT. The minimum barrier width for a specified store time, can be estimated from
(47), e.g. for ts=10 years:

min ln
2 2

= B
s

b

k Ta t
hmE

h
(49)
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As a numerical estimate for ts>10 years, Ebmin≥ 1.29 eV, m=me and T=300 K, (48) gives amin ~ 5 nm.

As follows from the above, in order to obtain a nonvolatile electronic memory cell, sufficiently
high barriers must be created to retain the charge for a long period of time. If different practical
factors are taken into account (such higher temperature e.g. T=400 K, lower effective electron
mass in solids, e.g. m*= 0.5 m0, many-electron distribution in solids etc,. for >10 y retention, the
minimal barrier height Eb is ~2 eV (~77 kBT), and thickness a>5 nm [26]. The corresponding
practical minimum size of the floating gate cell is ~10 nm [26]. Large barriers also result in high
voltages required for memory operation: ~5 V for READ and ~15 V for WRITE [26].

4.3. Energy per bit operation

As it was mentioned earlier, in charge-based devices, changes in the barrier height require
changes in charge density, and as a result this always requires charging or discharging of a
certain capacitor associated with the device (e.g. a gate capacitor Cg in the case of FET,
interconnect line capacitance Cline etc.). It was shown in section 11.2 that when a capacitor C is
charged from a constant voltage power supply, the energy of CV2/2 is dissipated, and operation
of binary devices in this regime is sometimes referred as irreversible switching. The total energy
per bit operation depends on the device barrier height Eb and the number of electrons Ne

involved in the switching process. The minimum energy needed to suppress the barrier (e.g.
by charging the gate capacitor) is equal to the barrier height Eb. Restoration of the barrier (e.g.
by discharging gate capacitance) also requires a minimum energy expenditure of Eb. Thus the
minimum energy required for a full switching cycle is at least 2Eb. Additional kinetic energy
Ek (typically ~Eb) also needs to be supplied to electrons to enable the transition, If Ne is the
number of electrons involved in the switching transition between two wells, the total minimum
switching energy is

( )min 2 2 .= + = +bit b e k e BE E N E N k T (50)

If Ne=1,

20
min 3 10 ,-= »bit BE k T J (51)

and this is a lower boundary for a logic operation. For a nonvolatile memory device, that
requires a minimum barrier height Eb~50kBT the minimal energy to store one electron is Ebit ~
150 kBT.

The above analysis considered individual logic and memory devices operating in a single
electron limit. In practice, a larger number of electrons, Nel, is needed to support communica‐
tion between different devices in the system. For logic operations, one ‘upstream’ binary switch
controls/communicates with several ‘downstream’ binary switches. The number of the
downstream devices that are driven by a given upstream device is called ‘fan-out’ (FO). A
typical fan-out in the baseline microprocessors is four (FO4). For communication, the devices
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are interconnected with metal wires, and in a 2D layout at least one electron needs to be sent
to each of the ‘downstream’ gates, thus, at least four electrons needs to be provided by the
‘upstream’ devices, and according to (50) Ebit > 6 kBT. In practice, the number of electrons is
much larger to ensure communication reliability. Next, at least a few long interconnects are
needed to ensure communication between the information processing system and the outside
world (e.g. I/O). The energy costs associated with long interconnects can be estimated as energy
needed to charge/discharge a metal line of length L:

2~ lineE C V (52)

Using line capacitance of Cline~ε0L and nearly minimal distinguishable voltage: V~kBT/e obtain
as a lower boundary for the communication energy per unit length:

2
14

0 ~10e -æ ö> ç ÷ ×è ø
Bk T JE
e bit m

(53)

For an example of a long wire along a 1 cm chip the limiting communication energy is 10-16 J/
bit, i.e. 10,000x times more than the minimal energy required for computation!

The long wire considerations are critical for memory that typically is organized in regular X-
Y arrays of memory cells. In many instances the properties of interconnecting array wires
determine the operational characteristics of the memory system. A given cell in an array is
selected (e.g. for read operation) by applying appropriate signals to both interconnect lines,
thus charging them. The relatively large operating voltage of flash results in rather large line
charging energy. For a memory cell pitch of 10nm and a 128×128 array the line capacitance is
~10-14 F [27].For write operation with Vwrite~15V, the write energy is ~10-12 J/line. (In practical
flash memory devices the read energy is of the order of 10-13-10-11 J/bit read and 10-9-10-10 J/bit
write [28, 29]).To summarize, electrons flowing in metal wires constitutes the main component
in energy consumption in the electron based devices. It can also be argued that fixed wiring is
among the main factors limiting the efficiency of computational systems. Energy consumption
(per bit) in different components of ICT as discussed in this chapter is summarized in Table 2.

5. Open issues and conclusions

Even with steady decreases in the energy required to switch a bit as shown in Fig. 4, it appears
that the ‘effective’ energy required to switch a bit is decreasing at a slower pace. The other
essential components of an information processing system are assuming a relatively more
significant role in system energy consumption. For example, increases in energy utilization by
I/O systems, increases in memory access energy costs due to the array structure of the memory
architectures, increases in power consumption by the internal chip wires, device leakage in
the OFF state, etc., are consuming a greater share of information processing system energy.
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Leading edge devices today utilize slightly over three orders of magnitude more energy than
the kBT ln2 thermodynamic limit. If current trends continue, it is likely that further reduction
in the energy per bit of a device will not be accompanied by corresponding decreases in
effective energy-per-bit when viewed at the system level. Moreover, a second issue associated
with continuing scaling of device features and supply voltages is that thermal and tunneling
noise will require increased use of error correction mechanisms.

It has been observed that it might be possible to operate a switch at energy close to kBT ln2 for
irreversible switching procedures and even lower for entropy preserving switching proce‐
dures. This possibility was examined and shown to be theoretically possible; however, the side
attributes associated with achieving such a functional device may not be acceptable in practice.
For example, there is a need for very slow operation of the device that may be untenable and
the energy recovery mechanisms associated with energy storage and retrieval are difficult to
implement without incurring energy loss. However, even if one assumes that this can be
achieved without any overhead penalties, the communication and fan-out cost of interconnects
and I/Os may make this achievement almost invisible. It is also unlikely that energetics of
memory devices can be significantly changed. These limitations are even more apparent in
charge based devices where the main source of energy consumption is due to electrical charging large
capacitances in metal wires.

Having said all that, extremely low energy computation may be achievable in systems nased
on fifferent technologies. One example is represented by living systems, where it has now been
established that individual cells, the smallest units of living matter, possess amazing compu‐
tational capabilities, and are indeed the smallest known information processors [30, 31]. As
argued in a number of studies, individual living cells, e.g. bacteria, have the attributes of a
Turing Machine, capable of a general-purpose computation [30, 32, 33], and von Neumann’s
Universal Constructor, i.e. computer making computers[32] (DNA molecule acts as nonvolatile
memory of the cell computer, while many proteins in cell’s cytoplasm have as their primary
function the transfer and processing of information, and are therefore can be regarded as
logical elements of the biological cell processor [34, 35, 36, 37]). The Universal Constructor

Fundamental limit Baseline technology

Logic

Barrier height kBTln2=18meV= 3×10-21J 10-19J ~ 0.5-1eV~ 24kBT

Logic device ~3kBT ≈ 80meV ≈ 10-20 J 3×10-17J* ≈ 188eV ≈ 7,250kBT

Logic circuit >6kBT ≈ 160meV ≈ 2×10-20J 10-16J* ≈ 625eV ≈ 24,150kBT

Nonvolatile Memory

Barrier height ~50kBT~1.3eV~2×10-19J ~77kBT ~ 3×10-19J

Memory device ~150kBT~4eV~6×10-19J ~230 kBT ~ 10-18 J

Memory array 2×105 kBT~10-15J 10-11-10-13J

I/O 10-16 J 10-11 J

*see Table 1

Table 2. Energy consumption (per bit) in ICT: A summary
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model is a useful concept for the estimation of the information content of a living cell, for
example for the E.coli bacterium the estimated information content is ~1011-1012 bit [11, 23]
(interestingly, experimental entropy reduction measurements of the informational content of
bacterial cells using microcalorimetric techniques yielded very similar results [38]). Assuming
a conservative edge of cell’s information content, which is 1011 bit and ~ 3000 s for reproduction
time of a bacterial cell obtain ~107 equivalent bits that must be processed per second (equivalent
binary throughput). The power consumption of E.coli is about 1.4×10-13 W so that from (11) the
energy per equivalent binary operation in the cell can be calculated to be ~10-20 J or <10 kBT.
Note, that this is the total energy per bit, taking into account logic, memory, I/O (e.g. sensing,
ribosomial synthesis etc.).

Biological Cell Processor Baseline ICT

Memory 107 bit 107

Logic 106 bit 106

Energy per bit ~10-20 J(average system level) 10-13 (Memory) 10-16 (Logic)

Binary throughput 107 bit/s 107 bit/s

Task time 3000 s 3000 s

Total energy per task 10-10 J 10-6 J

Table 3. Comparison of the two technologies

The estimated energy utilization per switching event is quite impressive. It can be compared
to an equivalent electronic system consisting of the same number of logic and memory
elements implemented in baseline technology (Table 2). A comparison of the two technologies
reveals that the biological cell processor operates with the four orders of magnitude lower
energy than the baseline electronic processor (Table 3).

What makes biological cell a superior information processor relative to the performance of
ultimately scaled semiconductor technology? It appears that several simple physics based
arguments can be made:

1. Heavier mass of information carrier allows for denser logic and memory. As was argued
in section 11.4, a heavier mass for the information carrier allows for smaller separation
between distinguishable states and therefore more devices/states per unit volume or area.
According to (30), a heavier mass results in smaller device size. For example, DNA
memory uses molecular fragments (nucleotides) as information carriers, each consisting
of more than 10 atoms. The molecular information carriers are densely packed in a linear
array with distance between nucleotides of only 0.34 nm. By comparison, the minimum
size of an electron memory cell is ~10 nm. This dimensional difference gives insight into
the 1000x difference in volumetric memory density between electronic and DNA memory,
i.e. 1016 bit/cm3 of electronic memory vs. 1019 bit/cm3 for DNA memory. Also, protein logic
devices consist of arrangements of many atoms, resulting in total device size of ~5 nm or
less, which can explain about 10x higher protein logic density compared to ultimately
scaled transistors. In fact, a vision of cellular enzyme proteins as conformon-based “soft-
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state nanotransistors” has recently been recently introduced in a book by Ji and contrasted
with electron-based solid-state transistors [39].

2. Utilization of ambient thermal energy allows for energy minimization in logic circuits.
For semiconductor systems thermal energy (~kBT) must be managed as it may destroy the
state or divert the information carrier from its intended trajectory; for example in com‐
munication between several logic elements. In order to overcome the deleterious effects
of thermal energy each logic element must contain a barrier Eb > kBT. Moreover, in
communication with other elements, N carriers must be sent to the recipient elements,
each of which must have kinetic energy Ek > kBT. As result the total energy per bit
operation, as it was derived in section 11.5, becomes (50):

Ebit min
=2Eb + NeEk = (Ne + 2)kBT

and it can be significantly large, usually >1000 kBT.

In contrast, biomolecular computing systems utilize thermal energy to effect data exchange/
transmission between e.g. logic-to-logic or memory-to-logic elements. All computational
molecules move within the cell’s volume by thermally excited quasi-random walk with almost
no extra energy required, thus Ek~kBT and the second term is minimized. Biological systems
actually use thermal energy in the transmission of information and in the realization of work-
related tasks40. Examples of beneficial use of non-equilibrium fluctuations are present also at
micro and nano scale level: see e.g. the paradigmatic phenomenon of Stochastic Resonance41.

3. Flexible/on-demand 3D connections/routing allow for minimization of the communica‐
tion carriers. Referring to (50), in silicon systems most energy is consumed by interconnect.
This is due to the need to pump a large number, N, of carriers (electrons) into the
interconnecting wire for reliable communications. As was argued in section 11.5, for
reliable communication, N must dramatically increase for longer path lengths and more
receiving devices (fan out). In electrical circuits the connection paths are pre-determined
in 2-D networks, and in many instances, the electron travels a long distance. A problem
of electrical interconnects is the statistical behavior of discrete charges, in other words
electrons are free to move along the line. Therefore a large number of electrons is needed
for reliable branched communication to reduce thermal and shot noise. Electrons flowing
in 2-D networks of metal wires constitute the main component in energy consumption in
the electron based systems. In contrast, ‘devices’ in cells (e.g. proteins or RNA) are usually
free to travel in all three dimensions within the cell and they don’t follow a fixed path.
Due to the shape-specific molecular recognition (e.g., lock-and-key interactions) a
‘deterministic’ or ‘point-to-point’ communication of information packages within the
processor is obtained, with smaller number of carriers, resulting on lower energy.

4. Array-free organization of DNA memory enables the minimization of the energy for
memory access. A core system-level challenge resulting in the excessive energy consump‐
tion in the silicon microcomputer is that memory access to support computations takes
too much energy. Organizing solid-state memory in cross-bar arrays, while an elegant
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solution at larger scale, contributes to excessive energy dissipation due to line charging
during memory access as given by:

E ~ClineV
2

The long wires needed to connect memory elements in an array result in a large line capacitance
Cline, which together with a large access voltage required for nonvolatile electron-based
memory, yielding 10-13-10-11 J per randomly accessed bit. In contrast, the DNA memory in the
cell uses array-less organization that can be viewed as similar to access to tape or hard disc
drive. Multiple read heads (formed by RNA polymerase protein) are used for independent
simultaneous access to different parts of the DNA memory, thus this is a highly parallel
process.

5. Hybrid digital & analog information processing. As it is argued in [36] the cell processor
is a hybrid state machine operating in both digital and analog modes. For example, DNA
memory is a digital unit while the sensory information the cell receives from its environ‐
ment is mostly analog. The protein-based computing often represents and processes
information in analog form, with state variables encoded in concentrations of protein
molecules.

From the above discussion, it would appear that the performance and energy efficiency of the
general purpose electronic ICT so widely prevalent today is becoming increasingly difficult to
improve within the context of its implementation in semiconductor technology. In order to
further improve performance and energy efficiency in computation, it may be necessary to
invent a new general-purpose architecture and/or implementation technology. The living cell,
whose dimensions are only on the order of a few microns, is a powerful information processor
that utilizes extremely small amounts of energy (~10 kT per bit) and achieves high functional
performance. It may be that inspiration can be drawn from the architecture and technologies
used by the cell to develop future information processing systems. The cell is a very complex
system about which much is yet to be learned but it may provide suggestions for a pathway
for more energy-efficient information processing.
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