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1. Introduction 

The assumption of classical shop scheduling problems that each job visits each machine only 
once (Baker, 1974) is often violated in practice. A new type of manufacturing shop, the re-
entrant shop has recently attracted attention. The basic characteristic of a re-entrant shop is 
that a job visits certain machines more than once. For example, in semiconductor 
manufacturing, consequently, each wafer re-visits the same machines for multiple 
processing steps (Vargas-Villamil & Rivera, 2001). The wafer traverses flow lines several 
times to produce the different layer on each circuit (Bispo & Tayur, 2001). A re-entrant flow-
shop (RFS) refers to situations in which every job must be processed on machines in the 
order, M1, M2, …, Mm, M1, M2, …, Mm, …, and M1, M2, …, Mm. Every job can be decomposed 
into several layers each of which starts on M1 and finishes on Mm. In the RFS case, if the job 
ordering is the same on any machine at each layer, then no passing is said to be allowed, 
since no job is allowed to pass any former job. The RFS scheduling problem in which no 
passing is allowed, is called a re-entrant permutation flow-shop (RPFS) problem.  
The assumptions made for the RPFS scheduling problems are summarized here. Every job 
may visit certain machines more than once. Machine order is the same for each of the n jobs. 
Job order is the same for each of the m machines at each layer. The classical permutation 
flow-shop scheduling problem can be modified to suit the RPFS scheduling problem by 
relaxing the assumption that each job visits each machine no more than once. This study 
considers the RPFS scheduling problems with the objective of minimizing makespan of jobs. 
Hwang & Sum (1998) addressed a two-machine flow-shop problem with re-entrant 
workflows and sequence dependent setup times, which have a special structure, to 
minimize makespan. Demirkol & Uzsoy (2000) proposed a decomposition method to 
minimize maximum lateness for a RFS with sequence-dependent setup times. Graves et al. 
(1983) modeled a wafer fabrication as a RFS, where the objective is to minimize average 
throughput time subject to meeting a given production rate. Drobouchevitch & Strusevich 
(1999) developed a heuristic algorithm for the two-machine re-entrant shop problem to 
minimize the makespan. Kubiak et al. (1996) considered a class of re-entrant shops in which 
jobs followed the route of M1, M2, M1, M3,…, M1, Mm, M1 with the objective of minimizing 
the mean flow time. They showed that the shortest-processing-time (SPT) rule was optimal 

Source: Local Search Techniques: Focus on Tabu Search, Book edited by: Wassim Jaziri, ISBN 978-3-902613-34-9, pp. 278,  
October 2008, I-Tech, Vienna, Austria
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provided certain restrictive conditions held. Wang et al. (1997) proposed the scheduling of a 
chain-reentrant shop in which each job is first processed on a machine called the primary 
machine, then on other machines in a fixed sequence, and finally back to the primary 
machine for last operation. The objective of the problem is to minimize the makespan. 
Tabu search (TS) is a meta-heuristic that guides a local heuristic search procedure to explore 

the solution space beyond local optimality. The local procedure is a search that uses an 

operation called move to define the neighborhood of any given solution. One of the main 

components of TS is its use of adaptive memory, which creates a more flexible search 

behavior. Memory-based strategies are the hallmark of TS approaches (Glover & Languna, 

1997). It has been shown to be a remarkably effective approach in a wide spectrum of 

problem areas from general integer and nonlinear programming to sequencing and 

production scheduling problems. Tabu search is a local search based optimization method 

that has been successfully used to solve many difficult combinatorial optimization 

problems, particularly in the scheduling area. These methods suggested by Glover (1989) 

can be sketched as follows: starting from an initial feasible solution, at each step we choose a 

move to a neighboring solution in such a way that we move stepwise towards a solution 

giving hopefully the minimum value of some objective function. Nowicki & Smutnicki 

(1996, 1998) developed effective TS methods for job-shop, flow-shop, and flow-shop with 

parallel machines problems to optimize the makespan criterion. These algorithms employ a 

classical insertion neighborhood, which is significantly reduced by a candidate list strategy 

for removing useless moves, in order to concentrate on “the most promising part” of the 

neighborhood. 

As to the n/m/J/Cmax problem which has been studied for a long time and is known to be 

NP-hard (Garey et al., 1976), the algorithm given by Adams et al. (1988), called shifting 

bottleneck uses the iterative solutions of a single bottleneck machine problem to build up 

and improve a schedule. Better solutions than the ones given by deterministic algorithms 

were found using simulated annealing but at the cost of longer computations. Tabu search 

was the first applied to job-shop by Taillard (1989), who proposed a sequential and a 

parallel algorithm. Dell’Amico & Trubian (1993) applied TS to the notoriously difficult job-

shop scheduling problem. 

For n/m/F/Cmax problems, Palmer (1965) developed a quick method of obtaining a near 
optimum and Campbell et al. (1970) presented a heuristic algorithm as well. Widmer & 
Hertz (1989) used a simple insertion heuristic based on an analogy with the traveling 
salesman to the flow-shop problem to generate the starting order of the jobs and tried to 
improve this solution using TS techniques. In direct competition with the heuristic 
developed by Nawaz et al. (1983), TS method performed superiorly for 58% of the problems 
and matched the best solutions found for 92% of the problems. 
Pan & Chen (2003) presented three extended mixed binary integer programming 

formulations and six extended effective heuristics for solving RPFS scheduling problems to 

minimize makespan. The TS method has been used to solve classical flow-shop problems 

and has performed well. This study considers RPFS scheduling, and applies hybrid tabu 

search (HTS) to minimize the makespan of jobs. The hybridization method is used to 

improve pure TS performance. The HTS is compared to the optimal solutions generated 

using the integer programming technique (Pan & Chen, 2003), and to the near optimal 

solutions generated by pure TS and other heuristics proposed by Pan & Chen (2003).  
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2. The optimization model 

A classical (permutation) flow-shop problem assumes that all operations of each job visit 

every machine exactly once in the order of M1, M2, …, and Mn. Define this order of 
processing to be a level, then the routing requirement of a job in a RPFS problem can be 
decomposed into several levels. Hence, a classical permutation flow-shop is a special case of 
a RPFS with a single level and some of its formulations can be extended to solve the RPFS. 
To illustrate the concept of level decomposition, consider job i consisting of six operations to 
be processed on two machines, where (i, j, k) denotes that operation j of job i must be 

processed on Mk and thus its routing is (i, 1, 1)→ (i, 2, 2)→ (i, 3, 1)→ (i, 4, 2)→ (i, 5, 1)→ (i, 6, 
2) and the corresponding processing time of each operation is orderly 8, 2, 7, 4, 5, and 1. The 

processing requirement of job i can be decomposed into three levels, where (i, 1, 1)→ (i, 2, 2) 

is the first level, (i, 3, 1)→ (i, 4, 2) is the second, and (i, 5, 1)→ (i, 6, 2) is the third. Let i

lk
O  be 

the operation of job i on machine k at level l, i

lk
p  be the processing time of the operation of 

job i on machine k at level l. Consequently, iO
11

= (i, 1, 1), iO
12

= (i, 2, 2), iO
21

= (i, 3, 1), iO
22

= (i, 

4, 2), iO
31

= (i, 5, 1), iO
32

= (i, 6, 2), ip
11

= 8, ip
12

= 2, ip
21

= 7, ip
22

= 4, ip
31

= 5, and ip
32

= 1.  

2.1 Notations 

       M  = a very large positive number;  
       m  = number of machines in the shop;  
       n  = number of jobs for processing at time zero;  
       L  = number of levels of job i;  

      i

lk
p  = the processing time of the operation of job i on machine k at level l;  

      xij  = 1, if job i is scheduled in the jth position at each level; 0, otherwise;  
      hklj  = the starting time of the operation scheduled at jth position of level l on machine k;  
      Cmax = the maximum completion time or makespan; 

2.2 Formulation 

Pan & Chen (2003) were the first authors to present the integer programming model for 
solving the reentrant permutation flow-shop problem. The binary variable xij that the model 
uses is restricted by a single permutation of the numbers 1, 2, …, n that specifies the order in 
which jobs are processed on any machine at each level. The model is as follows. 
Minimize  

 Cmax  (1) 

Subject to                                  ∑
=

n

j

ij
x

1

= 1    i = 1, 2, ..., n                                                   (2)  

 ∑
=

n

i

ij
x

1

= 1    j = 1, 2, ..., n  (3) 

 h111 = 0  (4) 

                                                         h1,1,j+1 = h11j + ∑
=

n

i

i

ij
px

1

11
    j = 1, 2, …, n − 1                               (5) 
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 h1,l,j+1 ≥ h1lj + ∑
=

n

i

i

lij
px

1

1
    l = 2, 3, …, L; j = 1, 2, …, n − 1  (6) 

 h1,l+1,1 ≥ h1ln + ∑
=

n

i

i

lin
px

1

1
    l = 1, 2, …, L − 1  (7) 

 h1,l+1,j ≥ hmlj + ∑
=

n

i

i

lmij
px

1

    l = 1, 2, …, L − 1; j = 1, 2, …, n   (8) 

 hk,l,j+1 ≥ hklj + ∑
=

n

i

i

lkij
px

1

    k = 2, 3, …, m; l = 1, 2, …, L; j = 1, 2, …, n − 1  (9) 

 hk,l+1,1 ≥ hkln + ∑
=

n

i

i

lkin
px

1

    k = 2, 3, …, m; l = 1, 2, …, L − 1  (10) 

 hk+1,1,1 = hk11 + ∑
=

n

i

i

ki
px

1

11
    k = 1, 2, …, m − 1  (11) 

hk+1,l,j ≥ hklj + ∑
=

n

i

i

lkij
px

1

    k = 1, 2, …, m − 1; l = 1, 2, …, L; j = 1, 2, …, n; 

 (l, j) ∉ {(1, 1)} (12) 

 hk+1,l+1,1 ≥ hkln + ∑
=

n

i

i

lkin
px

1

    k = 1, 2, …, m − 1; l = 1, 2, …, L − 1  (13) 

 Cmax = hmLn +∑
=

n

i

i

Lmin
px

1

  (14) 

Cmax ≥ 0, hklj ≥ 0    k = 1, 2, …, m; l = 1, 2, …, L; j = 1, 2, …, n; 

 xij = 0 or 1    i = 1, 2, ..., n; j = 1, 2, ..., n  (15) 

Constraint (1) describes the objective function. Constraints (2) to (5) and (11) are essentially 

definitional, while constraints (6) to (10), (12) and (13) enforce the precedence relationships. 

Constraint (14) defines Cmax to be the finish time of the last job processed on Mm at the last 

level. The non-negativity and binary restrictions on hklj and xij, respectively, are specified in 

(15). 

3. Hybrid tabu search 

The HTS method differs from pure TS that it is not likely to trap in local optimum. The main 

idea of HTS is that when neighboring solutions are not able to update the current best 

solution for a period of time, a good problem-specific heuristic or dispatching rule is 

combined in pure TS to explore new solution region. With this feature, HTS is able to avoid 

falling into local optimum and move toward a better solution. 
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3.1 Initial solution 

The classical (permutation) flow-shop problem has been proved to be NP-complete 
(Coffman, 1976; Rinnooy Kan, 1976). Hence, many heuristics have been proposed to provide 
a quick and good solution. Some of the well-known heuristics include the methods 
proposed by Campbell et al. (1970), Dennenbring (1977), Johnson (1954), Nawaz et al. (1983), 
and Palmer (1965). Pan & Chen (2003) made appropriate modifications to these six heuristics 
to solve the RPFS scheduling problems by taking the reentry property into account. The 
results showed that heuristic NEH (Nawaz et al., 1983) outperform the other algorithms in 
the set of problems with unknown optimal solutions. Hence, NEH is used to generate initial 
solution for RPFS problems. 

3.2 Neighborhood search 

Neighborhood search starts from current solution and seeks to find feasible, hopefully 
better, solutions in its neighborhood. If the neighboring solution is better than current one, 
this current solution is replaced by the neighboring solution until stopping rules satisfied. 
When dealing with RPFS problems, we have to focus on the jobs. The main reason is that 
once the processing sequence is determined, every machine follows the same order for all 
jobs. The problem will be simpler when we focus on jobs instead of operations. The 
neighborhood solutions are produced by interchanging the job order of the initial solution. 

3.3 Choosing a move 

First, the makespan for each neighborhood solution is calculated. Second, the solution that 
has the minimal makespan among others and outside tabu list or meets aspiration criterion 
is selected as a move. 

3.4 Recording in tabu list 

Nowicki & Smutnicki (1996) suggested recording the number of jobs exchanges of the move 
in tabu list. By doing so, whether two jobs had performed exchange or not can be held in the 
tabu list. A move v = (x, y) is added to tabu list T in the following standard way. The tabu 
list T is shifted one position forward and put v in the last position in the list, that is, Tj = Tj+1, 

j = 1, 2, …, maxt − 1, and Tmaxt = v. In this study, the length of tabu list is set to seven and 
first-in-first-out (FIFO) rule is adopted; that is, when the tabu list is full, the new move 
replaces the earliest one entering tabu list and adds the maximal searching times by one. 

3.5 Recording the best-so-far solution 

If the solution after the move is better than the current best-so-far solution, replace the best-
so-far solution and reset the non-improvement times to zero; otherwise, add non-
improvement times by one. 

 

3.6 A hybrid method 

When a new best solution cannot be found for longer than a predetermined number of 
iterations, that is, count > threshold, the search switches to heuristic phase. Normal TS in 
this situation usually calls for intensification or diversification strategies to get out of a local 
optimum. Typical intensification or diversification strategies keep memory structures for 
storing rather a rather long history of recent search activities and use these structures to 
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guide future search directions (Hwang et al., 2002). The idea of Hwang et al. (2002) is cited 
to find the hybrid occasion of TS and heuristic. When the non-improvement times increase 
continuously, it means that best-so-far solution is not replaced by neighborhood solutions 
for a period of time, which is a signal that TS is likely to entrap in local optimum. In this 
situation, a hybrid method is introduced to explore new solution region. A threshold is set 
to twenty, which means that once the non-improvement times were cumulated to twenty, 
NEH is hybridized into TS to find a new solution. After that, non-improvement times are 
reset to zero and the searching process proceeds based on the new solution until stopping 
rules are satisfied. The overall procedure for the HTS algorithm is as follows.  
Pseudo-code for the HTS algorithm 
Find an initial solution x 
Define tabu structure and set Count = 0 
Repeat until stopping condition is met 
Generate neighborhood sets of x: S1, S2, ..., Sk 

Select the best non-tabu solution x′ from S1∪S2∪…∪Sk 

x ← x′  
if x is better than the current best-so-far solution then 
   Count = 0 
else  

   Count = Count + 1 
end if 

if Count > threshold then 
    Update x by calling NEH heuristic and set Count = 0 
end if 

This hybrid method is illustrated in Fig. 1. Suppose the sequence of a schedule is (1, 2, 3, 4, 5, 

6, 7, 8, 9, 10, 11, 12), two position C1, C2 are selected randomly from 1 to 12, representing the 

starting and end point of the substring (C1, C2). This substring is then treated as a sub-

problem and solved by NEH heuristic. The new sequence then replaces the original 

substring (C1, C2). By doing this, a new solution is generated and serves as a new starting 

point of TS in order to get rid of local optimum. 

3.7 Stopping rules 

There are two stopping rules considered in this study and they are stated below. 

(1) Non-improvement times:  
     This rule counts the number of non-improvement moves for TS. When the best-so-far  

     solution cannot be replaced after one iteration, this counter adds by one. 

(2) Max iteration:  
      This is the maximal iteration number that a TS takes. Once this number is reached, the TS 
      is terminated. 

4. An illustrative example 

A small size problem of RPFS is given in this section. In the example, it is assumed that there 

are five jobs (n = 5), three machines (m = 5), and each job reenter twice (L = 2) in the shop. In 

a RPFS problem, the job sequence on each machine is the same and any sequence change on 

one machine will result in the sequence change in the rest machines. 
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1 2 3 4 5 6 7 8 9 10 11

Select two random points C1, 
C2 (C1 < C2).

C1 C2

The substring is solved 
by heuristic.

The new sequence obtained by 
heuristic replaces the original one 
resulting a new solution.

C1 C2

12

5 6 7 8 9 10

5 6 7 8 9 10

1 2 3 4 7 6 5 9 8 10 11 12

 
 

Fig. 1. A hybrid tabu search 

4.1 Initial solution 

In RPFS problems, NEH heuristic is used to generate an initial solution. For example, the 

schedule by NEH is (3, 5, 1, 4, 2) which represents the job sequence on each machine in the 

shop. If this sequence is changed, the processing order of jobs on each machine changes 

accordingly. 

4.2 Neighborhood search 

First, (3, 5, 1, 4, 2) is the starting point and the pair-wise exchange method is applied on it, as 

shown in Table 1. Next, the neighboring solution with the least makespan value and outside 

of the tabu list is selected as a move. 

4.3 Record into tabu list 

It is found that neighboring solution 2 has the minimal makespan among these 

neighborhood solutions (see Table 1), and this schedule is obtained by exchanging job 3 and 

job 1. Therefore, it is needed to check whether job 3 and job 1 are in tabu list. If they are not 

in tabu list, a move is made and iteration number is added by one; otherwise, the 
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neighboring solution with second least makespan is checked. If it is in tabu list, too, the third 

least one is checked. This procedure continues until none of the exchanged operations are in 

tabu list and a move can be made. 
 

Number Neighborhood solution Makespan 

1 5 3 1 4 2 340 

2 1 5 3 4 2 335 

3 4 5 1 3 2 347 

4 2 5 1 4 3 337 

5 3 1 5 4 2 348 

6 3 4 1 5 2 355 

7 3 2 1 4 5 340 

8 3 5 4 1 2 348 

9 3 5 2 4 1 358 

10 3 5 1 2 4 345 

Table 1. The sequence and makespan of neighborhood solutions 

4.4 Record best-so-far solution 

Compare the makespan (= 335) of neighboring solution 2 to that of the best-so-far solution 

(= 343). If it is better than the best-so-far solution, update the best-so-far solution and reset 

the non-improvement times to zero; otherwise, the best-so-far solution is kept and non-

improvement times is added by one. 

4.5 Hybrid method 

The hybrid method for RPFS is described briefly. First, the new solution (3-5-1-4-2) is use to 

search better neighborhood solutions until stopping rule are satisfied. In the following, 

several iterations are omitted to describe the hybrid method directly. In RPFS example, the 

threshold value is also set to 3. After several iterations, the neighboring solution (3-2-1-5-4) 

is generated. Then, two points are selected randomly, say C1 = 2, C2 = 4 to define an interval 

(i.e., a substring). This substring is then treated as a RPFS subproblem and rescheduled by 

NEH heuristic. The new sequence then replaces the original substring to form a new 

solution, as shown in Fig. 2. Finally, we base on this new solution to search new 

neighborhood solutions and find a neighboring solution with makespan of 327 is better than 

the best-so-far solution (= 335). These neighborhood solutions based on above searching 

procedures repeats until the stopping rules are satisfied.  

5. Computational results 

The experimental environment and the meaning of each parameter are described as follows. 

n is the number of jobs, m is number of machines, and L is number of layers. The problem 

n×m×L is a RPFS problem with n jobs, m machines, L layers. The test problems are classified 
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into 3 categories: small problems, medium problems, and large problems. Types of small 

problems include 3×3×3, 4×4×4, 5×4×3, 5×5×4, 6×8×5, 7×8×4, 8×8×4, 9×7×4, 9×9×3, and 

10×6×3. Types of medium problems include 11×17×5, 12×20×6, 13×19×7, 14×18×9, 15×17×6, 

16×16×7, 17×15×8, 18×16×6, 19×12×10, and 20×15×8. Types of large problems include 

25×25×10, 30×30×7, 40×40×6, 50×50×5, 60×60×3. The processing time of each operation for 

each type of problem is a random number generated from [1, 100] since the processing times 

of most library benchmark problems are generated in this range (Beasly, 1990).  

In order to demonstrate the performance of HTS, it is compared to optimal solution 

obtained by integer programming (IP) for small problems. The IP model is proposed by Pan 

and Chen (2003) for solving RPFS scheduling problems. For medium and large problems, 

HTS is compared to its initial solution or to the pure TS solution. In this study, IP model is 

solved by ILOG CPLEX software. The programs for heuristics are coded in Visual C++ 

language and implemented on PC with Pentium IV 1.6 GHz. 
 

3 2 1 5 4

Two points (C1 = 2, C2 = 4) are 
selected randomly.

C1 = 2 C2 = 4

Apply NEH to solve the 
substring.

The new sequence obtained by 
NEH replaces the original one 
resulting a new solution.

2 1 5

1 2 5

3 1 2 5 4
 

Fig. 2. The hybrid method of RPFS example 

5.1 Small problems 

In the experiment, ten instances are generated for each problem type and the average 

makespan is analyzed. For each problem type, the average makespan of HTS is compared to 

that of optimal makespan. The difference of these two average values is a measure of the 

efficiency of HTS. Similarly, HTS is also compared with its initial solution to obtain the 

improvement rate. The encoding scheme is based on jobs rather than on operations. The 

maximal number of iterations is set to 3,000 and non-improvement times are set to 1,500. 
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The results for the type of small problem are shown in Table 2. The solutions of HTS are also 
close to optimum (0.004% above optimum on the average). These results show that HTS is 
efficient and has good solution quality of less than 1% above optimal. Then the percentage 
error of HTS is defined as:  

Percentage error = 
)IP(

)IP()HTS(

max

maxmax

C

CC −
 × 100% 

Where Cmax(HTS) and Cmax(IP) are the makepan obtained by HTS and IP, respectively. 

5.2 The medium problems 

For medium problems, the solutions obtained by HTS are compared to initial solutions and 

those obtained by pure TS, where the initial solutions are generated by heuristic NEH (Pan 

& Chen, 2003). The maximal iteration number is 2000 and non-improvement time is 1000. 

The comparison results of all medium problems are displayed in Table 3. Table 3 shows that 

the quality of solutions generated by HTS is 2.83% better than its initial solution obtained by 

NEH. Additionally, the performance of HTS is 0.57% better than pure TS. 

5.3 Large problems 

Large problems are tested with the same basis as those of medium problems and the types 

of large problems tested are shown in Table 4. The maximal iteration number is 1200 and 

non-improvement time is 600. The performance difference between HTS and NEH, HTS and 

pure TS is reported, respectively. It is shown that the solution quality of HTS is 2.53% better 

than its initial solutions generated by NEH. For comparison of the performance between 

HTS and pure TS, the efficiency of HTS is 0.81% better than that of the pure TS. It is noted 

that improvement rate increases as the number of jobs increases. 
 

IP HTS 
Types 

Time (s) Time (s) Avg. percentage error (%) 

3×3×3 0.03 0 0 

4×4×4 0.11 0.007 0.041 

5×4×3 0.18 0.42 0 

5×5×4 0.32 0.41 0 

6×8×5 2.33 0.60 0 

7×8×4 6.93 0.76 0 

8×8×4 32.83 2.15 0 

9×7×4 71.93 2.56 0 

9×9×3 90.63 2.41 0 

10×6×3 20.52 5.43 0 

Table 2. Comparison of all small problems solved by IP and HTS 
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CPU time(s) Comparison 

Types 

HTS TS NEH 
The improvement rate 

of HTS over TS (%) 
The improvement rate 
of HTS over NEH (%) 

11×17×5 3.05 3.18 0.01 0.62 2.29 

12×20×6 5.63 5.03 0.01 0.61 2.12 

13×19×7 8.46 8.35 0.01 0.48 2.13 

14×18×9 15.89 12.37 0.02 0.46 2.11 

15×17×6 12.04 8.64 0.02 0.81 3.07 

16×16×7 16.53 13.34 0.02 0.47 2.98 

17×15×8 19.86 19.97 0.02 0.37 3.13 

18×16×6 23.28 19.78 0.02 0.56 3.74 

19×12×10 28.59 25.98 0.02 0.60 3.12 

20×15×8 38.39 37.00 0.02 0.71 3.64 

Table 3. The improvement results of all medium problems 
 

CPU time(s) Comparison 

Types 

HTS TS NEH 
The improvement rate 

of HTS over TS (%) 
The improvement rate 
of HTS over NEH (%) 

25×25×10 155.22 132.67 0.02 0.78 2.53 

30×30×7 242.60 179.28 0.21 0.79 2.63 

40×40×6 612.24 481.94 0.31 0.81 2.43 

50×50×5 1006.44 872.64 0.76 0.83 2.46 

60×60×3 1195.09 1104.5 0.85 0.83 2.61 

Table 4. The improvement results of all large problems 

6. Conclusions and suggestions for future study  

This study applies HTS to solve RPFS scheduling problems with objective to minimize 

makespan. In pure TS, if the solution cannot escape from local optimum, the improvement 

rate can hardly be increased even a great amount of computational time is spent. The 

proposed HTS is used to improve the efficiency of TS. The heuristic method is hybridized 

into pure TS to find better solution regions.  

In RPFS, job-based encoding is adopted to deal with different types of problems. The results 

show that HTS obtains favorable solutions within reasonable time. For small problems, the 

percentage of HTS finding optimal solutions is near 100%. For medium problems, 
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comparisons are made between HTS and the initial solutions obtained by NEH. It is found 

that HTS improves the initial solution favorably. For large problems, HTS is superior to 

heuristic NEH. For the medium and large problems, HTS is compared to pure TS method. 

The results show that HTS is superior to pure TS. Moreover, it is found that the 

improvement rate of HTS over TS increases with the increase of problem size. Hence, it is 

clear that the incorporation of appropriate heuristic with pure TS is indeed effective. 

Some future study suggestions are given as follows: 

(1) A static tabu list is used in this study. A dynamic tabu list may be used in future study to  

      investigate whether the solution quality can be improved. 

(2) A thorough study of the effect of maximal iteration number and non-improvement times 

     on solution quality may be carried out in future studies. 

(3) Other exchanging method to obtain neighborhood solutions can be investigated and the 

      techniques of experimental design may be applied to find out the best way of 

      neighborhood search. 
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