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1. Introduction

Selective attention is fundamental for the information processing. The perceptive system
receives different external and internal stimuli at all times and our organism needs to be
capable to perceive environmental stimuli, in order to discriminate the difference among these
stimuli and, thus, archive relevant information in the brain. In such manner, the attention
process becomes a determinant mechanism in the sensorimotor integration.

In the last decades, researchers in sensorimotor integration have been concerned in establish‐
ing the relevant and fundamental elements that better explain the relation among individual,
task and environment in the motor action production. The maintenance of movement stability
is the main goal of the central nervous system (CNS) in dealing with visual stimuli. In the CNS,
the sensorimotor integration is subdivided into three different levels: the most inferior level,
considered the first stage, is the spinal cord; the second level regards several subcortical areas,
such as reticular formation, vestibular nuclei, superior colliculus, cerebellum and basal
ganglia. These areas receive information from the spinal cord and assist in the postural stability
control; the last stage, considered the superior level, is associated with the cerebral cortex and
is responsible for movement refinement and gesture diversification. The main objective of the
present chapter is to investigate and to present the findings that point to a relation between
the attention and sensorimotor integration, highlighting the participating electrophysiology
and the cortical areas.

Hence, the present chapter will describe some cortical structures and the electrophysiological
processes that occur during the sensorimotor integration, focusing on the role of attention.
Moreover, this chapter will analyze the recent findings in sensorimotor integration highlight‐
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ing how attention participates in this mechanism, it will describe the electrophysiological data
around the cortical information processing, explain the main electrophysiological character‐
istics of attention, and it will illustrate the experiments involving brain mapping, attention and
sensorimotor integration.

2. Cortical structures and sensorimotor integration: The role of attention

The sensorimotor integration is the process that organizes all types of sensory information and
transforms it into a motor command. Attention is a cognitive function that underlies the
sensorimotor integration process with its three stages: stimuli identification and selection;
motor command organization; and motor execution. In this sense, it is observed that cortical
areas involved in sensorimotor integration and attention overlap. The cortical structures most
associated with sensorimotor integration and attention are the parietal, occipital, frontal, motor
and somatomotor cortices.

The parietal cortex is widely involved in visuospatial sensorimotor integration. Particularly,
the lateral intraparietal area (LIP) is an important region, which is connected with frontal areas
that participate in the control and programming of eye movements (frontal eye field) and
receive visual inputs from multiple visual areas [1]. The high amount of connections with other
cortical and subcortical areas makes this region a relevant zone of association.

Attention is a cognitive process responsible for selecting and focusing on one or more features
of the environment, while others are ignored, and for establishing the relationship among these
features [2, 3]. It is a multidimensional capacity and it is directly related to memory and
learning. Furthermore, attention processes are involved in the different information processing
stages [4].

Neural  mechanisms involved in  attention interact  among themselves,  and we can high‐
light  two  main  ones:  top-down  (i.e.,  voluntary  attention)  and  bottom-up  (i.e.,  reflexive
attention). The top-down mechanism is based on the integration among previous knowl‐
edge,  expectations  and  individual  goals,  in  order  to  make  a  decision  associated  with
attention shifting [4,5,6]. This mechanism influences the direction of sensorial, perceptual
and decision processes.  Specifically,  the frontal  and parietal  cortices  are involved in the
voluntary mechanism [7,8]. The classic paradigm to study voluntary attention consists of
the  presentation  of  information  as  a  signal  (for  example,  a  visual  cue)  that  enables  the
subject to predict relevant features of the experimental set, such as the location and direction
of the target stimulus [9]. In contrast, the bottom-up mechanism, or reflexive attention, is
triggered by the physical  features of the stimulus;  in other words,  the attention orienta‐
tion is not directly controlled by the voluntary systems [8,9]. For example, a red flower will
stand out more in a green field than in a colored flowers field. The ability to identify the
flower depends on its  difference or similarity in relation to other distractors.  In another
example, a sudden movement in the peripheral vision is immediately perceived, and this
stops the action that was being executed in order to direct the attention to the new stimulus
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(sudden movement). Likewise, an individual crossing a busy street will be attracted by a
sudden  braking  car,  even  if  the  vehicle  was  not  coming  his/her  way.  This  effect  of
interruption and exogenous direction is  based on the stimulus features and it  is  consid‐
ered integrant part of the defense system [8,10,11]. The top-down and bottom-up mecha‐
nisms interact among them and sometimes compete for control of the neural processing
and,  consequently,  execute  the  movement  [3].  Recent  investigations  demonstrate  an
overlapping among the cortical areas involved in top-down and bottom-up attention. The
task  execution  requiring  both  kinds  of  attention  demonstrates  activation  of  the  parietal
cortex and the premotor areas [5].

However, the voluntary attention condition also presents right prefrontal cortex activity. This
area is associated with working memory, which may indicate that it is engaged voluntarily.
In addition, the temporal-parietal junction activation is slightly different between the two
kinds of attention, with a high involvement of the lateral, anterior and superior portion when
reflexive attention is used [12]. Despite these small differences in the activated regions, in
general an overlapping occurs among the areas participating in the two kinds of attention.
Specifically, both attentions present activation of premotor region, frontal eye field (FEF) and
superior parietal cortex, even if this last region exhibits more participation in the reflexive
attention [8,12]. Despite these findings, few studies have shown how these areas interact with
each other.

Thus,  the  mechanisms  involved  in  attention  process  depend  on  the  organization  and
integration  of  multiple  cerebral  centers.  In  this  context,  the  participation  of  several
structures  and  neural  circuits  demonstrates  that  attention  is  a  process  organized  in  a
complex way related to the network integration of these components [8,13]. In particular,
an experiment was conducted in which subjects  were exposed to two initial  conditions:
presentation of  visual  images on a screen and a blank screen presentation.  The subjects
were instructed to maintain gaze in a central point in both conditions. During the visual
presentation,  four colored complex images were showed.  These images could appear in
different ways: in a sequential manner, each image on a different screen, or the four images
on the same screen simultaneously. Moreover, two conditions were tested: i) no attention
paid to the stimulus condition, where the subjects were instructed to maintain the gaze on
a fixed point and to ignore the peripheral visual stimuli; ii) attention paid to the stimulus
condition, where the subjects were instructed to direct the attention covertly to the place
next to the fixation point and count the occurrence of these images [14]. The task begins
with  the  presentation  of  a  reference  point  near  the  fixed  point,  and  the  subjects  were
oriented to direct their attention to the target location immediately after the reference point
presentation and to wait for the stimulus appearance (expectation period).  Hence, atten‐
tion effects  could be studied in the presence and absence of  visual  stimuli.  The authors
verified a cortical activity increase during both conditions; attention directed to a specific
location  and  expectation  of  visual  stimuli  occurrence.  In  particular,  they  found  greater
activation in  frontal  and parietal  cortices  when compared to  the  visual  areas.  This  sug‐
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gests that parietal and frontal cortices influence the early stages of scene scanning and they
act as primary sources in the voluntary attention mechanism [13,15].

In this manner, attention can be classified according to its shifting nature: overt or covert
attention. The overt attention is defined as an act to direct the sensory organs toward the
stimuli and it is associated with both reflexive and voluntary attention [8,16]. On the other
hand, covert attention is the act of mentally focus on one of the possible sensorial stimuli
(vision,  kinesthesia,  hearing,  etc)  and  it  is  associated  with  voluntary  attention.  Covert
attention is the ability to attend a location or set without executing eye movements [11,17].
Thus, when staring at a fixed point represented by an asterisk (*), you perceive that it is
possible to read the words around the point or to detect the objects’ colors without moving
your  eyes.  This  kind  of  shifting  is  voluntary  or  endogenously  controlled,  because  the
attention  direction  depends  only  on  the  observer.  Studies  suggest  that  covert  visual
attention is a mechanism used to explore the visual field of interest [17]. For example, when
someone is driving or maintaining their eyes on the road, even if the eyes do not move,
the attention could shift from the road to their thoughts. The eyes maintain the focus on
the object attended previously – the road, though attention has shifted [18]. In the last 30
years, researches based on a paradigm developed by Posner et al [19] have dominated the
studies of oriented attention. This paradigm examines the advantage in indicating, by the
use of  a  visual  cue,  the  location where the target  is  more likely to  appear.  The partici‐
pants are instructed to not perform any kind of overt  attention,  i.e.  eye movement.  The
subjects are oriented to respond to the target as soon as detected. Two kinds of visual cues
are presented: central and peripheral. The central cue is displayed directly on the fovea and
indicates if the target will appear on the right or left portion of the screen. This condition
is called central because of two reasons: it is centered in the visual field and it requires a
central processing to interpret a symbol in a direction towards which the attention could
be endogenously guided [20,21]. The peripheral cue is presented in the peripheral visual
field on the screen portion where the target will appear, and it is represented by a flash of
light.  In the control  group,  none of  the cues are presented.  The results  using this  para‐
digm show that subjects responded faster to the target presented in the same location of
the cue than when the target is showed in a different location from the cue. This demon‐
strates  that  visual  attention  is  oriented  in  a  covert  way,  with  the  absence  of  overt  eye
movement [22].

Despite an early distinction between overt and covert attention, recent findings point to an
overlapping of cortical areas related to the shifting gaze – overt attention – and of those areas
which participate in the covert attention mechanism. In particular, these studies verified an
activity of the frontal cortex, especially of the pre-central sulcus, of the intraparietal cortex and
of the lateral occipital cortex [23]. Experiments using Functional Magnetic Resonance Imaging
(fMRI) investigated shifting attention tasks, both covert and overt, and verified an activation
in the same areas – frontal, parietal and temporal cortices. Moreover, they demonstrated a
higher activation during covert attention when compared to overt attention [14,24]. However,
the right dorsolateral frontal cortex was activated only during covert attention shift, and this
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region is typically associated with voluntary attention and working memory [24]. Beauchamp
et al. [23] reproduced these results through the execution of an experiment using both
conditions: covert and overt attention. The results found were in agreement with previous
studies, that is, Beauchamp et al. [23] verified that the same neural mechanisms were involved
in overt and covert attention shifting.

Several studies involving covert attention orientation task revealed the involvement of cortical
and subcortical areas in the control of attention direction toward visual stimuli. In particular,
the attention visual model developed by Posner [6] establishes the existence of three distinct
systems related to attention that work in directing voluntary attention. The systems are:
posterior, anterior and vigilance.

The first one, the posterior system, is responsible for stimulus selection and localization,
and for shifting attention between stimuli [22]. Moreover, it is associated with shifting of
covert attention and it involves three structures: posterior parietal cortex, superior collicu‐
lus  and  pulvinar  thalamic  nucleus.  The  posterior  parietal  cortex  acts  in  the  attention
disengagement from a particular  stimulus;  the superior  colliculus is  associated with the
attention shifting; and the pulvinar thalamic nucleus is responsible for attention engage‐
ment with a novel stimulus [20,22].

The  anterior  system  is  involved  in  the  detection  of  relevant  stimuli  and  in  the  motor
response preparation. This system comprises the frontal cortex, the cingulate cortex and the
basal ganglia, and it is involved in the attention recruitment for the stimulus detection and
in the control of brain areas for the performance of complex cognitive tasks, such as object
recognition [25].

The last system proposed by Posner, the vigilance system, is characterized by alertness
maintenance, in other words, it keeps the overall responsiveness of the nervous system
attentive to external events. This system includes the frontal and parietal cortexes, specifically
of the right hemisphere. Furthermore, there is the involvement of the reticular formation and
the locus coeruleus, which in general increase the body alertness and attention guidance
system modulation.

According to Raz and Buhle [7], the circuits mediating the attention process are associated
with three types of networks which modulate attention: alerting, orienting and executive. The
alerting network is associated with readiness in preparing the response to an imminent
stimulus and can be interpreted as a basic "net" for all other attention functions. Recent data
demonstrated that this “net” is represented in cortical and subcortical areas of the right
hemisphere, in which the anterior cingulate cortex acts as a central coordinator of alertness
structures [14,23]. The orienting network is related to the selection of specific information
among multiple sensory stimuli. Finally, the executive network involves planning and decision
making, error detection, difficulty or danger judgment, emotion and thought regulation.
Despite the description of such model, there is a difficulty in establishing the neural circuits
associated with each of these networks.
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Knudsen [26] described a general attention model, which could be identified by four funda‐
mental processes: working memory, top-down sensitivity control, competitive selection, and
automatic bottom-up filtering for salient stimuli. The working memory acts in the temporary
storage of information. The top-down sensitivity control enables higher cognitive information
processing in such a way that it controls the intensity of the competing information channels’
signals for accessing working memory, and it gives an advantage to the most intense channel
in the competitive selection [2,14,27]. This, on the other hand, could be the process determining
which information will access the working memory. Finally, the automatic bottom-up filtering
for salient stimuli improves the response to rare, or biological relevant - instinctive or learned
– information [4,25,28,29]. Thus, we can think in different hierarchical levels in the attention
processing. And, according to the nature of the information or the task, the spatial maps may
enhance or inhibit the activity in sensory areas, and induce oriented behaviors as well as eye
movement.

3. The role of attention on the sensorimotor integration process

During the last decades, researchers that have been investigating sensorimotor integration
have been concerned with establishing relevant elements to better explain the relationship
among individual, task and environment in the production of the motor action [30]. In this
context, theoretical models have been proposed. The models are necessary because they
express the main aspects of a phenomenon, and reduce its complexity allowing the under‐
standing of its properties [31,32]. In many sensorimotor integration models the memory system
receives special attention, because it composes the comparison system, fundamental for error
correction. In particular, the capacity to select, store and recover information is manipulated
depending on the type of memory involved, implicit or explicit [33].

The motor control field is divided according to three distinct aspects: postural control, gait and
voluntary action [34]. In gait regulation and voluntary action, visual information is essential
to guarantee the movement performance [35]. Surely, the ability to walk or take a pen can be
performed without light stimuli; for example, the case of an individual with visual deficit or
the time when we try to get a glass of water during the night represent our ability to execute
tasks without visual information [36]. But, if we consider the system integrity as a whole, vision
is important in the motor action production. Specially, the sensorimotor integration models
consider that the light stimulus coming from the environment and from the objects is the first
stage of a wider process called decision making [37]. Thus, once volition to perform a motor
action is removed de from the model,, the visual system is what determines part of this process;
or, at least, it is through the vision that the initial stages of information processing are estab‐
lished [38]. The maintenance of the movement stability is the main goal of the central nervous
system (CNS) when dealing with visual information [39,40]. Hence, the decision making
depends on a repertoire of information that is registered on different cortical and subcortical
structures, in order for the gesture stability to be achieved and maintained, especially where
the channel input is the visual system [41]. According to Gibson, it is through the visual system
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that we interpret the relationship among individual, task and environment [42]. The Ecological
Theory proposed by Gibson establishes a close relationship between individual and environ‐
ment [43]. In the years that followed the pioneer ideas of Gibson, the researchers investigated
their concepts and hypotheses that explain the functioning between the visual system and its
relationship with the environment, in particular, the effect of this relationship on decision
making [44].

In 1902, Raymond Dodge found 5 ocular movements responsible for maintaining the fovea in
a target: three movements sustain the fovea in the visual target (saccade, smooth pursuit and
vergence) and two more stabilize the eye during the head movement (vestibulo-ocular reflex
and optokinetic reflex) [3,45]. These five ocular movements are responsible for the coupling
relationship integrity among individual, task and environment [46]. As predicted by the
sensorimotor integration models, the five ocular movements are not the only elements in the
information flow related to information processing [47]; but, they participate in the early stage
of information processing.

We know that the early stage of information processing is integrated with all the processing
aspects, such as: selection, planning and motor response execution [38]. In this way, when we
think about delays and errors in the information flow during the decision making processing,
part of it is due to the early stages [48]. As previously mentioned, delays and errors are also
related with other stages of processing; in particular, they occur when we compare new, or
recent, information with that already stored; when this happens, we can observe indecision in
the response selection in a situation that extrapolates normal parameters [33]. Researchers that
study sensorimotor integration believe that the extrapolation of these parameters is associated
with pathology, specific tasks and with environments which generate difficulty or ambiguity
in the repertoire [49]. It is more difficult to control the motor action when tasks are executed
in an environment of low stability, or with more unpredictability. Summarizing, the ocular
movements are considered to be the gateway to information processing; specifically, these
movements play a key role in maintaining the fovea on the target and in the stability of the
eye when the head is moving. The combination of eye movements is part of a bigger system
that integrates the individual with the environment, considering cognitive and volitional
aspects [50].

In this context, the saccade is defined as a very quick movement (± 200 msec) of the eyeball
from a fixed point to another, in order to focus the eye on different parts of the visual field in
a short time interval [50]. The purpose of the saccade is to move the eyes very rapidly. The
saccade occurs in fractions of seconds and at an angular speed of up to 900º/s [3]. This velocity
is determined by the distance between the target and the fovea. It is possible to change the
amplitude and direction of the saccadic movement, but not its velocity. In general, the saccadic
movement is not modified by visual stimuli; this modification only occurs in the posterior
saccade. The saccade only slows down under special conditions, such as: fatigue, drug and
disease, such as schizophrenia. It is also produced by other stimuli besides the visual ones,
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such as sounds, information from the somatosensory system, spatial memories and even verbal
commands [51,52].

Studies  demonstrate  that  saccade  reaction  time  decreases  when  other  stimuli  sources
(hearing or touching) are presented in a temporal or spatial proximity to the visual source
[53].  These results  are found even in conditions where the individuals  are instructed to
ignore the secondary stimuli in tasks that involve focal attention. Data suggest a spatial-
temporal  interdependence  in  the  neural  structure  involved  in  saccadic  eye  movement
origin,  such  as  the  superior  coliculus.  The  coliculus  is  a  fundamental  structure  in  the
sensorimotor integration process [54]. Models using neural networks mainly seek to explain
multisensorial  spatial  integration by a convergence process between information coming
from  vision,  hearing  and  touch,  and  sensorimotor  structures  necessary  to  maintain  the
coordination between head and eyes. In this context, recent experiments explore stochas‐
tic  models  -  time-window-of-integration model  –  in  an attempt  to  include the  temporal
aspects of the integration process, since the former models have only approached the spatial
issue.  Thus,  these  experiments  compare  the  model  prediction  with  data  extracted  from
visual-tactile tasks involving focused attention [53].

In the Central Nervous System (CNS), the sensorimotor integration process is subdivided into
three different levels. In the hierarchical concept, these three levels are integrated. Starting
from the bottom, the first stage (inferior level) of sensorimotor integration presents the spinal
cord [55]. There we find the final common pathway of the motor neurons which innervate the
corresponding muscle fibers. At this stage, there is the first level of integration between the
afferents coming from different joints, muscles and skin, and the descendants coming from
the cerebral cortex, facilitated by spinal interneurons [56]. At this stage of the sensorimotor
integration, standardized events occur, such as: rapid removal (reflex) of one or more members
caused by aversive stimuli, or responses that arise while walking [57].

The second stage of the sensorimotor integration takes place in several subcortical structures:
reticular formation, vestibular nucleus, superior coliculus, cerebellum and basal ganglia. These
structures receive spinal cord information and help in the postural stability control, as well as
in the walking process [58]. For example, in the postural control the information from visual
and somatosensory stimuli is important to maintain balance.

Finally, the superior stage of movement control is associated with the cerebral cortex [59]. In
the cerebral cortex, we found structures that enable movement sophistication, a gesture
diversification and a control on the supposed degrees of freedom, a term coined by Nicolai
Berstei in 1949. The involvement of different cortical structures contributes to the formation
of a sensory frame of reference with the participation of perceptive processes and, conse‐
quently, several kinds of memory [60]. As mentioned previously, the beginning of these
connection networks and the various stages of sensorimotor integration are activated when
the environment is rich in visual stimuli and requests saccadic eye movement.

Sensorimotor integration models, involving vision, are proposed in several situations; for
example, Teixeira [61] explores the relationship between the environment information flow
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and the central nervous system functions. The model describes the sensorial information
traffic in the CNS and the stages of information processing [62]. The first stage of this model
refers to the stimulus transduction by the sensorial systems; the second one is related to
executive function processing; and the third one is associated with substructures coordina‐
tion in the movement production [40].  In detail,  the model divides the information flow
into three different stages where the attention affects them directly or indirectly. The first
level, also called pre-attentive, refers to the sensorial information reception and to the more
elementary perception processes.  At  this  level,  the  sensorial  system as  a  whole  receives
information from the internal and external environments [63]. This level is automatic, that
is, the sensorial stimuli are not integrated yet to the executive functions, such as memory
and attention.  On the other  hand,  at  the second level  of  the model,  the attention has a
fundamental role,  since the internal and external stimuli pass through a conscious proc‐
ess  [64].  This  level  is  identified  by  a  pre-thought  about  small  details  of  the  action;  in
particular, the prefrontal cortex participates in this entire module. A relevant aspect of this
level is the comparison between new sensorial stimuli and elements previously stored in
the memory [3]. Finally, the third level is called sub-attention and it is the stage where the
motor  control  structures  are  integrated.  This  level  is  characterized  by  a  high  degree  of
sophistication,  since  the  pre-conceived  motor  pattern  becomes  real  with  an  originating
intention [65].

4. Conclusion

The present chapter described the importance of attention in the sensorimotor integration.
Specifically, we addressed the cortical and subcortical structures that are involved in the
information processing, and the role of attention in the stages of sensorimotor integration. We
emphasized the saccadic eye movement as a behavioral measure used to access the attention
and sensorimotor integration. We identified a wide participation of the parietal and frontal
cortices in the three mechanisms investigated, i.e., attention, information processing and
sensorimotor integration. These cortical structures are considered strategic because of their
communication network with other areas. The parietal region is directly associated with
sensorial and multisensorial integration and the frontal area coordinates the attention process
and the motor planning. The parietal and frontal cortices work together, but their participation
is different depending on location or task context; researchers also observed an overlapping
between these areas during attention and sensorimotor integration.

These regions influence two main attention mechanisms: top-down (i.e., voluntary attention)
and bottom-up (i.e., reflexive attention). They interact between them and sometimes compete
for control of the neural processing for the movement execution. Both types of attention also
present activation of premotor region, frontal eye field (FEF) and superior parietal cortex.
Furthermore, the attention mechanism has different hierarchical levels that depend on the
nature of the information or the task. In this sense, the degree of attention in both sensorimotor
integration and information processing will also depend on the information nature. In other
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words, attention is a fundamental element in the sensorimotor integration, and it is a feature
that contributes to a better performance of a motor task.
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