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1. Introduction

Minimizing the aberrations is the basic concern of all the optical system designers. For this
purpose, a large amount of work has been carried out and plenty of literature can be found
on the subject. Until the last twenty years, the large majority of the optical design was relat-
ed to “static” optical systems, where several opto-mechanical parameters, such as refractive
index, shape, curvatures, etc. are slowly time dependent. In these systems, simple mecha-
nisms can be adopted to change the relative position of one or more optical elements (for
example, the secondary mirror of many astronomical telescopes), or slightly modify their
shape and curvature (as in some synchrotron beamlines, where some optical surfaces are
mechanically bent) to compensate defocusing. In the last years, a new type of optical sys-
tems, that we may call “dynamical”, have heavily occupied the interest of optical designers,
opening the possibility of working also in situations where the system environment varies
rather quickly with time, either in a controlled or not-controlled way. For this class of optical
systems adaptive optics (AO) with a closed loop control system has to be implemented. The
correction of dynamical systems was predicted by Babcock in the 1953 [1] and, then, the first
prototypes were realized in the early 70s with the purpose of satellite surveillance and
launching high power laser beams trough the atmosphere [2]. The most known scientific ap-
plications of closed loop correction by means of AO is the acquisition of astronomical im-
ages in ground-based telescopes [3] and in-vivo imaging of cone photoreceptor mosaic by
AO enhanced Fundus Cameras [4]. In astronomy, to remove the so called “seeing effect”,
the star light twinkling due to local dynamic variations of the atmospheric density in the air
column above the telescope, it is necessary to have the real time knowledge of the wavefront
of the observed object. This can be realized, for instance, by means of a Shack-Hartmann
wavefront sensing device coupled to a dedicated fast algorithm which returns the mathe-
matical description of the wavefront aberration, typically through a Zernike series decompo-

I NT E C H © 2012 Bonora et al.; licensee InTech. This is an open access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,

open science | open minds distribution, and reproduction in any medium, provided the original work is properly cited.



44 Adaptive Optics Progress

sition [5]. Then, this information is suitably coded and passed to an AQ, as a fast deformable
mirror located along the optical path, that adapts its shape to compensate the time depend-
ent aberrations. Similarly in vision science [6, 7] or retinal imaging [8-15], static and dynamic
aberrations created by variation in shape of eye refractive elements and eye movements are
measured by wavefront sensor, usually Schack-Hartmann and corrected by wavefront cor-
rector, in most cases a deformable mirror. Other applications which make use of AO sys-
tems are for example: free space optical communication systems [16, 17], microscopy [18-20]
or beam shaping in laser applications [21]. It is, however, rather obvious that not all AO ap-
plications have similar needs, and in particular that in some cases systems simpler than the
astronomical ones can be realized. For example, in some cases there is no need to have the
real time information about the aberrated wavefront: either because the aberration variation
is slow [22] or because there is a specific phase which remains for a limited amount of time,
as for example when correcting low order ocular aberrations “eyeglass prescription”for pa-
tient in ophthalmic diagnostics, or in optical devices in which the environmental conditions
are not initially defined but the system remains stable in time [23-25]. In all these cases it can
be convenient to have a simpler AO system, able to correct only the slow variations of the
wavefront aberrations.

In the above mentioned cases the wavefront correction can be operated with a strong re-
duction in the hardware complexity, in particular by using a sensorless approach. Sever-
al techniques have been developed which use these simpler AO systems. They are
generally based on the optimization of some merit function that depends on the optical
system under consideration.

The algorithms for the sensorless correction can be divided into two main classes: the
stochastic and the image-based ones. In the first class, the system is optimized starting
from a random set and, then, applying an iterative selection of the best solutions. These
algorithms have the advantage of not requiring any preliminary information about the
system but they take a lot of time for converging. Many algorithms using this approach
have been written and exploited successfully in different fields. Among them the most
popular are: genetic algorithms [18, 26, 24], simulated annealing [13], simplex or ant col-
onies [27]. These approaches have the drawback of requiring a rather long computation
time, or many iterations before converging, taking up to several minutes before reaching
the desired system optimization.

Other sensorless techniques can be realized by analyzing some specific known feature, ei-
ther intrinsic to the system or artificially introduced. An example of the latter case can be
found in [28-29]. With respect to classical AO systems, the sensorless approach offers the ad-
vantage of not needing the wavefront sensor: this reduces the cost of the instrument and
avoids all the problems related to maintaining the performance of such a device once instal-
led and aligned. However, the absence of the wavefront sensor implies also some limita-
tions, for instance, a much longer time before reaching an optimal image quality, or a final
image not perfectly optimized. Clearly, the required final result and the available resources
are the key elements driving the choice towards one system or another. In section 2, we will
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explain in detail the genetic algorithm and the ant colonies optimization process, while pro-
viding a few examples of their application in optical experimental setups.

The image-based algorithms will be explained in section 3, together with a few examples of
recently reported successful applications in optical experiments. New devices useful to gen-
erate the bias aberrations will also be presented.

2. Stochastic algorithms for sensorless correction

2.1. Genetic algorithm

A genetic algorithm [30] searches the solution of a problem by simulating the evolution
process. Starting from a population of possible solutions, it saves some of the strongest ele-
ments, that are the only ones selected to survive, and, thus, are able to reproduce themselves
giving rise to the next generations. In general, the inferior individuals can survive and re-
produce with a smaller probability.

This strategy allows solving a large class of problems without any initial hypothesis or pre-
liminary knowledge. Its effectiveness was demonstrated in many experimental setups, as
will be discussed in the following paragraphs.

The main steps of a genetic algorithm are depicted in Table 1 and in Fig. 1.

Starting random Population

1 selection tunction

2 reproduction function

3 evaluate population

4 repeat from step 1

Table 1. Main steps required by a genetic algorithm.

The initial population is chosen randomly in the whole set of possible solutions. The selec-
tion function can be either probabilistic or deterministic. In the probabilistic case, the stron-
gest elements have more chances of being selected and of reproducing to the next
generation. This decreases the possibility of falling in a “local” maximum solution.

The reproduction function creates new individuals from the old population. There are two
kinds of functions: crossover and mutations.

CrossOver functions: they mix the genes of the two parents by slightly modifying them and
by obtaining two sons.
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Example: EuristicXOver:

From the parents V&Y and V,*", the children V,® and V,® are generated by the following
rule:

Vﬂ(k)zva(k—l) + r(vb(k—l) -V (k—l))

a

Vb(k) _ Vb(k-l)

Mutations functions: the genes of the parent are randomly modified.
Example: Uniform Mutation:

The mutation take an element V" and mutate it in a new one by the rule:

VCE."'D + w(k)(l - ch.k'l)) if rand>0.5
chk'l) + w(k)chk'l) if rand <0.5

(k)
q

where w(k) is weight function which decreases with the iteration k.
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Figure 1. Diagram representing the genetic algorithm principle. The algorithm starts from a random population and
then each individual is measured and the population is sorted according to its fitness. Then, some of the best individu-
als are selected for the generation of the next population.
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2.1.1. Application example: Laser focalization

The intensity of a laser in its focal spot is largely dependent on the quality of the focal point,
and this effect is even stronger in nonlinear optics. Often, in laser systems it is not simple to
reach an optimal alignment, so that AO devices can be very useful in these cases.

For example, in ref. [24] it was demonstrated how an AO sensorless optimization based on a
genetic algorithm can largely enhance the XUV high-order harmonics (HH) generated by
the interaction of an ultrafast laser and a gas jet.

The AO system was composed by an electrostatic deformable mirror (Okotech) placed be-
fore the interaction chamber as illustrated in Fig. 2. The feedback for the genetic algorithm
was the photon flux at the shortest wavelengths acquired placing a photomultiplier tube at
the XUV spectrometer output.

Photomultiplier
tube

Laser beam

Interaction

Chamber Spectrograph

) Genetic _
Algorithm

Figure 2. Experimental setup for the optimization of a laser focalization used for high order harmonics generation in
ultrafast nonlinear optics. The pulsed laser beam interacts with a gas jet in the interaction chamber. The photomulti-
plier tube collects the signal from the spectrograph and feeds the genetic algorithm that drives the deformable mirror
DM.

DM

The laser pulse was generated by a Ti:S CPA laser system with a hollow-fiber to realize the
compression of the pulse duration. The typical values used in the experiment are 6 fs of du-
ration, 200 uJ of pulse energy, at 1 kHz repetition rate (all the experimental details are de-
scribed in Villoresi et al. 2004). The focusing of the laser pulses on the gas jet, after the
modifications introduced by the Deformable Mirror (DM), is obtained by means of a 250
mm focal length spherical mirror. The spectrometer that analyzes the HHs beam is based on
a flat varied-line-spacing grazing-incidence grating with two toroidal mirrors.

The real-time acquisition of the spectral intensity is realized by the combination of a solar-
blind open microchannel-plate (MCP) with MgF, photocathode and a phosphor screen
placed on the spectrometer focal plane, which converts the HHs XUV spectrum in the visi-
ble, and by a photomultiplier which acquires a HHs spectral interval selected with a slit. In
this way, the single-shot intensity of a single harmonic, or group of harmonics, is used as
feedback by the algorithm. A separate optical channel acquires in parallel the image of all at
the MCP, from which the HHs spectrum is obtained.

The genetic algorithm used a population of 80 individuals, with a deterministic selection
rule that saved the 13 best ones. Both mutations and crossover were used. The results
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showed an increase of the XUV photons by a factor of 5 when the algorithm was applied.
Moreover, the cutoff region moved to shorter wavelengths as reported in Fig 3. The optimi-
zation process took about 20 iterations to converge.
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Figure 3. Result of the experimental optimization of the high order harmonics generation spectra in the case of the
flat AO mirror (black line) and in the case of the optimized wavefront (red line).

2.2. Ant colonies

Ant colonies, in natural world, search the food by walking randomly. After having found it,
they return to their colony leaving down a pheromone trail. If other ants cross the same trail
they will not walk randomly but they will likely follow it and will reinforce the pheromone
trail. The more ants will find food at the end of the trail, the more pheromone will mark it.
However, since the pheromone evaporates reducing its strength, the described process will
make the shortest path which will be the one with the highest density of pheromone, so pro-
viding a selection among all the possible paths, as illustrated in Fig. 4.



Devices and Techniques for Sensorless Adaptive Optics 49
http://dx.doi.org/10.5772/53550

Figure 4. Ants start randomly their search for food, then the shortest path gets the higher content of pheromone.
Finally, the ants will follow with larger probability the path having the highest content of pheromone.

The main essence of the Ant Colonies optimization algorithm [27] is to simulate the ant be-
havior for the optimization of a given problem. The algorithm steps necessary for running
the optimization are listed in Table 2.

1 Set the initial ants position on the
trail

2 Compute the paths length

3 Update pheromone

4 Move the ants
S _Go to step 2

Table 2. Steps of an ant colony algorithm.

As an example we show in Fig. 5 the simulation of the application of the ant colony strategy
to a deformable mirror with 32 actuators and 8 bits control. In this example the actuators
and their control values are the domain in which the ants can move. In the simulation the
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shortest path is a parabolic function, which is represented by the red line. Fig. 5 (top) shows
the initial random pheromone distribution, while Fig. 5 (bottom) shows the pheromone dis-
tribution at the end of the optimization process.

Cantrol walue (0-123)

Actuators

Control walue {0-123)

Actuators

Figure 5. Implementation of an ant colony strategy for the optimization of a deformable mirror with 32 actuators and
8 bit control. The red curve represents the shortest (optimized) path. The top panel shows the initial random phero-
mone distribution while the bottom panel shows the pheromone at the end of the selection process.

2.2.1. Application example: Quantum optics

The quality of an optical wavefront plays an important role in Spontaneous Down Conver-
sion (SPDC) process. As demonstrated by [31] the use of a deformable mirror can enhance
the generation of photon pairs acting on the wavefront before the generation takes place in
the nonlinear crystal. In that system the optimization was carried out by the use of an elec-
trostatic DM (PAN, Adaptica srl) and the application of the ant colonies algorithm.

In the experiment, the pump beam is reflected by the DM to a BBO type-I nonlinear crystal.
Then, the degenerate SPDC photons at 808 nm are selected and measured by a high efficien-
cy SPADs (Single Photon Avalanche Diode). Since the wavefront has a strong effect on the
downconverted light, it can strongly affect the coupling in the fibers of the SPAD detectors.
The feedback for the algorithm imposed the condition of photon coincidences. It was dem-
onstrated in the experiment that the coincidences rate was increased by about 20% when the
optimization algorithm was applied. The algorithm used about 80 ants and the convergence
took place in about 800 iterations.
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3. Image based algorithms

Although the stochastic optimization algorithms have been demonstrated to represent im-
portant tools for optical experiments, new techniques, which demonstrated to be more effec-
tive, have recently been introduced. The use of a modal approach, based on the application
of bias aberrations and of a suitable metrics, sorted out some of the limitations of the search
algorithms, such as the long convergence time and the need of a training for the determina-
tion of the algorithm parameters. This new approach demonstrated to be effective both in
visual optics and in laser optimization, as described later in this section. The arbitrary gener-
ation of aberrations can be achieved through the use of deformable mirrors, either thanks to
a preliminary calibration of them or through the design of a suitable new class of wavefront
correctors [32].

3.1. Devices for sensorless modal correction

Electrostatic membrane deformable mirrors rely on the electrostatic pressure between an ac-
tuator pad array and a thin metalized membrane [33]. Thus, the more the actuators the bet-
ter the wavefront resolution that the mirror can control. The use of these deformable mirrors
is, then, subjected to the acquisition of the deformation generated by each electrode. On the
other hand, this kind of DMs can also be used with the optimization algorithms. The draw-
back, in this case, is that the higher the number of actuators the longer will take to the algo-
rithm to converge.

Recently, a new type of deformable mirrors suitable for the direct generation of aberrated
wavefronts was designed. The modal membrane deformable mirror, MDM, relies on the use
of a graphite layer electrode arrangement (see Fig. 6) for the generation of a continuous dis-
tribution of the electric field which allows the generation of the low order aberrations (defo-
cus, astigmatism, coma) and of the spherical aberration.

MDM . "
=T A) Voltage ' ' b)
distribution . __ TS ov

Electrostatic

pressure Membrane
- s op shape
. - = Virtual
Electrode

19mm

Figure 6. Electrostatic modal membrane deformable mirror, MDM. (a) Layout of the electrodes of the MDM,; (b) volt-
age and electrostatic pressure distribution which generates the astigmatism shape illustrated in the interferogram
shown in (c).
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The MDM has already been demonstrated to be effective in several fields, as laser focaliza-
tion [32], image sharpening and Optical Coherence Tomography ( OCT), as it will be dis-
cussed later.

Another device for the generation of aberrations is the PhotoControlled Deformable Mirror
(PCDM), which is schematically represented in Fig. 7. This deformable mirror [35, 36] is
composed of an electrostatic membrane while the actuator pad array is replaced by a photo-
conductive material. Thus, the membrane shape depends on the light pattern projected on
the photoconductor. Arbitrary actuator pads can be conveniently achieved by illuminating
the photoconductive side of the mirror with a commercially available Digital Light Process-
ing (DLP) hand-held projector.

Metallized
Photoconductor membrane

projector

l Pattern

Figure 7. Photo-controlled deformable membrane mirror, PCDM. a) Schematic representation of the PCDM and the
projection system allowing to achieve arbitrary actuator pads. b) Left: layout of the electrode pattern; right: corre-
spondingly generated mirror shape; as an example the electrode pattern was chosen to generate astigmatism.

The calculation of the electrode pattern that generates a determined aberration is composed
of the following steps:

a. division of the projector area into small subsets (i.e. 40 x 40);

b. calculation of the membrane shape for each of the 40 x 40 pixels, solving the Poisson
equation by the iterative methods;

c¢. determination of the pattern by pseudoinversion of the matrix determined at point b.

A few examples of the realized electrode patterns are shown in Fig. 8, together with the cor-
responding measurements of the aberrated wavefronts.
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Figure 8. Generation of the first four Zernike orders with the photocontrolled deformable mirror; the light patterns
necessary for their generation are on the left; the obtained corresponding interferograms are on the right.

We proved that the image quality can be considerably improved by using these adaptive de-
vices in an image sharpening setup. For example, the MDM allowed achieving a significant
image sharpening with just about 35 measurements, as illustrated in Fig. 9.

Figure 9. Optimization of an image deteriorated by aberrations; left: initial image; right: image corrected by the MDM
(after 35 measurements).
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3.2. Optimization of low spatial frequencies

The sharpness of an optical imaging system depends strongly on the wavefront quality. Re-
cently [28] demonstrated that the low spatial frequency in an image can be used as a metric
to perform the optimization. The process takes place by the acquisition of a series of images
with the application of a predetermined aberration. The images, then, contain the informa-
tion about the corrections which have to be applied to cancel the aberrations. This technique
is very powerful, especially if coupled to the Lukosz modes aberration expansion. The Lu-
kosz modes are similar to the Zernike polynomials: the difference is that the Zernike polyno-
mials are normalized such that a coefficient of value 1 generates a wavefront with a variance
of 1 rad? while the Lukosz functions are normalized such that a value 1 coefficient corre-
sponds to a rms spot radius of A/(2tNA), where A is the wavelength and NA is the numeri-
cal aperture of the focusing lens.

The peculiarity of this expansion is that the effect of the Lukosz polynomials coefficients {ai},
on the image sharpness I(ai) is quadratic:

I(a)=) a’.

This implies that the optimization of each mode can be performed independently and re-
quires just the acquisition of three images. Then, the best point for each aberration can be
found by interpolating the result with a quadratic function.

3.3. Point Spread Function (PSF) optimization

Another example of application of wavefront sensorless AO [29] consists in projecting a
known point-like source through the optical system under test and then analyzing its image
by means of a suitable software [36]. With the information obtained by the analysis of the
point source image, the shape of a deformable mirror inserted along the optical path is
modified. This process is iteratively repeated through a defined hierarchy, to gradually re-
move the optical aberrations.

With this technique, the point source image to be analyzed is not directly available and has
to be somehow created. As an example, in the case of a fundus camera dedicated to the ob-
servation of the human retina, an illuminated pinhole can be projected on the retina itself
through a dedicated optical path; this is a standard technique for this type of applications
and is not going to introduce a significant complexity in the system. The light that is back-
diffused by the retinal fundus acts as a point source, and its wavefront can be analyzed to
estimate the aberrations present along the optical path from the retina to the detector.

3.3.1. Application of the PSF optimization in a visual optics setup

The closed loop method of correcting the aberrations of an optical system has been verified
to be very stable, at least with respect to possible misalignments of the deformable mirror or
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aging of the mirror membrane that has been used. This stability is inherent in the adopted
approach to the problem, which is less ambitious than correcting the wavefront aberration.

The described technique has been verified by means of the rather simple optical setup shown
in Fig. 10. The radiation emitted by a LED diode source (SOU) is condensed by a microscope
objective lens (L.,,4) on a pinhole (PH). The radiation emerging from the pinhole is collected
by a zoom collimating lens (L.,;). The collimated beam passes through a diaphragm (DIA)
and a beam splitter (BS) and impinges normally onto a deformable mirror (M,,). After reflec-
tions from M, and BS, the beam is compressed by an a-focal Newtonian system (L' and
Leomp’) and can, then, follow two different paths: either a) a focusing two-lens system Ly, that
makes the image of the pinhole on a CMOS digital camera (DET), or b) a flip mirror (Mg;,)
which deviates the beam on a wavefront analyzer (WFA). The latter has been used to measure
the wavefront aberrations before and after the correction performed by the DM. With this sys-
tem, both by varying the focal length of L, and tilting L, it was possible to introduce con-
trolled amounts of aberrations on the nominal pinhole image. Then, by the suitable image
analysis and consequent estimate of the aberrations, the parameters needed to drive the de-
formable mirror to improve the image quality have been derived.

DET
\
|
L foc
WFA ﬁ
RN R B @77714"77'777
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Figure 10. Schematic representation of the optical setup used for testing the capability of correcting the system aber-
rations with a sensorless technique. SOU: source LED diode; M. deformable mirror; DET: CMOS camera for detection;
WEFA: wavefront analyzer. See text for a complete description.

Even if the apparatus performance was constrained by the limited unidirectional sag of the
deformable mirror, the obtained results proof the principle of the adopted methodology.
This is clearly demonstrated in Fig. 11, which shows the wavefront error measured with the
WFA before and after the deformable mirror correction for three different cases. From these
graphs, and more quantitatively from the detailed analysis described in [29], it can be seen

55



56

Adaptive Optics Progress

that a RMS wavefront error as low as A/10 (@527.5 nm) can be obtained, which is a signifi-

cant result for a sensorless AO system. The correction
those cases in which the unidirectionality of the mirror

was not particularly effective only in
deformation did not allow aberration
compensation, as in case of astigmatism. However, with a different choice of AO system, the

system is very effective in identifying and correcting aberrations.
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Figure 11. Wavefront plots (obtained with the wavefront analysis, WFA) before and after the correction applied by
the deformable mirror for three considered cases. Top: the main aberration is defocus; Middle: the main aberrations
are astigmatism and coma; Bottom: the main aberrations are defocus and astigmatism. The blue dashed lines over

plotted to the Z axis represent the total wavefront excursion.
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It has to be mentioned that these tests verified that the image analysis algorithm takes less
than 100 cycles to reach the optimal condition; since one cycles takes approximately 1/20 -
1/25 s on a standard computer, the whole optimization takes just 4-5 s. Comparing this time
with the typical times necessary to optimize other sensorless AO systems, it is evident the
significant advantage of this technique, once implemented. The only limitation of this tech-
nique is that starting PSF image should give enough signal. In fact, if the point source image
is too spread out, the signal to noise ratio can be very poor, substantially inhibiting the sys-
tem to make a correct image analysis.

3.4. Optical Coherence Tomography (OCT)

Optical coherence tomography, OCT, is an imaging modality allowing acquisition of micro-
meter-resolution three-dimensional images from the inside of optical scattering media (e.g.
biological tissue). OCT is analogous to ultrasound imaging, except that it makes use of light
instead of sound. It relies on detecting interferometric signal created by the light back scat-
tered from the sample and from a reference arm in a Michelson or Mach-Zehnder interfer-
ometer. OCT has many applications in biology and medicine and can be treated as a sort of
optical biopsy without requirement of tissue processing for microscopic examination.

One of the interesting features of OCT is that, unlike in most optical imaging techniques, the
axial and lateral resolutions are decoupled, thus allowing for an improved axial resolution,
which is independent of transverse resolution. The axial resolution Az is determined by the
roundtrip coherence length of the light source and can be calculated from the central wave-
length (A;) and the bandwidth (AA) of the light source as [37]:

_2In2 A¢*
ST AN

The lateral resolution (Ax) in OCT is defined similarly to the confocal scanning laser oph-
thalmoscopy (cSLO), since OCT is based on a confocal imaging scheme. In many imaging
systems, however, the confocal aperture exceeds the size of the Airy disc, which degrades
the resolution to the value known from microscopy, i.e. [38]:

Ax=1.22A %
Therefore, as for standard microscopy, AO enhanced devices might be necessary to achieve
diffraction limited transverse resolution. As a result, only a combination of OCT with AO
has the potential to achieve high and isotropic volumetric resolution. The use of broadband
light sources that are necessary for OCT and the complexity of both the AO and the OCT
technique, make the combination very challenging [39]. In general, any AO-OCT instrument
can be divided into two subsystems: an adaptive optics subsystem, with wavefront sensing
and wavefront correction, and an interferometric OCT subsystem. In every implementation
of AO-OCT all the elements of the AO subsystem are located in the sample arm of the OCT
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interferometer. Indeed, there is no need to have AO correction in the reference arm because
aberrations introduced within this part of the system will not influence the transverse reso-
lution of the image. In most of the AO-OCT systems, a Shack-Hartmann wavefront sensor is
used to measure aberrations and, then, to control adaptive optics correction.

Bonora and Zawadzki recently demonstrated that sensorless correction can be implemented
in optical coherence tomography by using a specially developed resistive deformable mir-
ror. This novel modal deformable mirror, MDM, was successfully employed in the UC Da-
vis AO-OCT system to image static samples, test targets and tissue phantoms. Fig. 12 shows
a schematic representation of the sensorless AO-OCT system used in the experiments.

Frame e
Graber computer

DAQ

0 Vv [#H [ DM

Reference Arm

i NDF

Mirror

Figure 12. Schematic representation of the system for sensorless adaptive optics - optical coherence tomography.
Note that there is no wavefront sensor in the sample arm. The far-field camera (FF) is used to check if the AO correc-
tion generates improved focal spots. DM : deformable mirror; V: vertical mirror galvanometer; H: horizontal mirror gal-
vanometer. In the reference arm: NDF is a neutral density filter. The detection channel comprises a grating (DG) and a
linear CCD detector (LSC). The quality of the image acquired with the OCT detection channel is used to search for DM
shapes that correct aberrations in the imaged sample. The imaging system used to acquire the data was developed in
the Vision Science and Advanced Retinal Imaging Laboratory (VSRI). Details of the OCT system components can be
found in [40]. Here, we briefly describe the main characteristics of the system. In the current configuration, the light
source for OCT was a superluminescent diode (Broadlighter) operating at 836 nm and with a 112 nm spectral band-
width (Superlum LTD), allowing to achieve a 3.5 um axial resolution. The beam diameter at the last imaging objective
was 6.7 mm, allowing for up to 10 um lateral resolution when a 50 mm focal length imaging objective was used. The
AO correction was optimized by using the intensity of the AO-OCT en-face projection views during the volumetric da-
ta acquisition. In the current system configuration, we have used about 9 mm diameter of the modal deformable mir-
ror. The light reflected from the sample is combined with the light from the reference mirror, and then sent to a
spectrometer. There, a CCD line detector acquires the OCT spectrum.



Devices and Techniques for Sensorless Adaptive Optics
http://dx.doi.org/10.5772/53550

To test the performance of our sensorless AO-OCT system, we evaluated the image quality
of a sample, consisting of a USAF resolution test chart with an adhesive tape glued to its
front side, after insertion of a trial lens with 0.5 Diopter astigmatism in front of the imaging
objective. We were able to achieve improved resolution by using the following merit func-
tion S [41] on the OCT en-face projection images

S =II 2(x, y)dxdy,

where I(x,y) is the intensity in the OCT en-face image plane. This approach is simillar to PSF
optimization. In fiber based OCT systems single mode fiber introduces OCT beam to the
sample and also act as detector for back scattered light. Therefore we have a point source
that is imaged by the optical system and the confocal pinhole that allows direct mesurment
of light intensity trougput by the system. As expected, the algorithm performed the optimi-
zation by adjusting only defocus and astigmatism (see Fig. 13).

Fig. 14 shows some examples of the en-face projection views extracted from OCT volumes:
there are the initial view acquired from the sample, and three improved views after correc-
tion of additional aberrations, namely, defocus and two astigmatisms. Clearly, at each cor-
rection step the images of the test target get sharper. Additionally, the features of the
adhesive tape attached to the back of the Air Force test target become more visible as well.
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Figure 13. Graph of the Merit Function of AO-OCT images for different values of aberrations generated by the modal
deformable mirror. Note that higher values correspond to better AO-corrections.
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Figure 14. En-face projection views of the AO-OCT images of the test target for the best corrected values of the Zer-
nike coefficients; (a) before correction, (b) after defocus correction, (c) after defocus and Ast 0° correction, (d) after
defocus, Ast 0° and Ast 45° correction.

These recent results demonstrate that wavefront sensorless control is a viable option for
imaging biological structures for which AO cannot establish a reliable wavefront that could
be corrected by a wavefront corrector. Future refinements of this technique, beyond the sim-
ple implementation presented in this chapter, should allow its extension to in-vivo applica-
tions. An example of sensorless adaptive optics scanning laser ophthalmoscopy (AO-SLO)
for imaging in-vivo human retina has been recently presented [42].

3.5. Laser process optimization

Similarly to the optimization process presented in section 2.1.1 [24], we report here about the
optimization of a laser process by the use of a sensorless AO [43]. In the former case, the
generation of harmonics from an ultrafast laser was improved by the use of a genetic algo-
rithm. In the latter case, an algorithm derived from the image-based procedure was em-
ployed in conjunction with the use of a MDM deformable mirror similar to the one
described in section 3.1. The advantages in terms of experimental complexity and conver-
gence time are discussed in the given reference.

In the sensorless case, the laser source was a tunable high energy mid-IR (1.2um-1.6pum) op-
tical parametric amplifier with 10 Hz repetition rate [44]. The harmonics of the laser were
generated by the interaction of the laser pulses with a krypton gas jet. In this system, the
infrared pulses and the slow repetition rate made inconvenient, respectively, the use of a
wavefront sensor and of an optimization algorithm needing hundreds of iterations.

The experimental setup used for this application is illustrated in Fig. 15. To demon-
strate the easiness of integrating the sensorless AO device within the experiment, the
optical path before the DM is shown with a dotted line. The additional elements are
simply a plane mirror and a resistive MDM, which have been introduced without any
complex operations. The system optimization consisted in the increase of the harmonic
signal detected by the photomultiplier at the output of the monochromator. The ob-
tained result is illustrated in Fig. 16, where it is possible to see that the photon flux on
the photomultiplier is doubled with respect to the one obtained after the correction of
the defocus.
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Figure 15. Experimental setup for the generation of harmonics from a femtosecond tunable high-energy mid-IR opti-
cal parametric amplifier, OPA. Dotted line: optical path before the insertion of the MDM. Red line: optical path realiz-

ed for the experiment with the deformable mirror.
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Figure 16. Optimization of the voltage generated by the photomultiplier over a 50 Q load for the 5™ harmonic at 290

nm, obtained by the use of krypton gas.
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4. Conclusions

In adaptive optics the choice of the optimal correction strategy depends on the required ap-
plication, desired image quality, and affordable complexity/cost of the final system. In this
context, sensorless adaptive optics provides several solutions, most of them implementable
at a simplified and relatively low-cost level, that can be exploited for a wide range of appli-
cations.

We have presented here both a review of the most diffused systems used in sensorless adap-
tive optics and some recently developed algorithms and devices. Essentially, two different
approaches are employed: those based on random search and the subsequent application of
evolutionary strategies, and those based on the application of some bias aberration. In gen-
eral, the second class of algorithms present a faster convergence.

We have shown several application examples in different fields, such as the optimiza-
tion of ultrafast nonlinear optical systems for the generation of high order harmonics,
the image sharpening in microscopy applications and the enhancement of optical coher-
ent tomography.

Sensorless adaptive optics appears, therefore, as having a great potential for finding new ap-
plications in current and future technologies. The continuous improvement of the optimiza-
tion algorithms and development of novel deformable mirror devices, make the integration
of AO into various optical systems increasingly easier. Particularly, the conjunction of sen-
sorless AO with OCT might open the way to a new generation of diagnostic imaging.
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