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1. Introduction

The task of creation of a language model consists of the creation of the large-enough training
corpus containing typical documents and phrases from the target domain, collecting statistical
data, such as counts of word n-tuples (called n-grams) from the a collection of prepared
text data (training corpus), further processing of the raw counts and deducing conditional
probabilities of words, based on word history in the sentence. Resulting word tuples and
corresponding probabilities form the language model.

The major space for improvement of the precision of the language model is in the language
model smoothing. Basic method of the probability estimation, called maximum likelihood that
utilizes n-gram counts directly obtained from the training corpus is often insufficient, because
it results zero probability to those word n-grams not seen in the training corpus.

One of the possible ways to update n-gram probabilities lies in the incorporation of the
grammatical features, obtained from the training corpus. Basic methods of the language
modeling work just with sequences of words and does not take any language grammar into
account. Current language modeling techniques are based on the statistics of the sequences
of words in the sentences, obtained from a training corpora. If the information about the
language grammar have to be included in the final language model, it had to be done in
a way that is compatible with the statistical character of the basic language model. More
precisely, this means to propose a method of extraction of the grammatical features from the
text, compile a statistical model based on these grammatical features and finally, make use of
these probabilities in refining probabilities of the basic, word-based language model.

The process of extraction of the grammatical information from the text means assigning one
of the list possible features for each word in the sentence of the training corpus, forming up
several word classes, where one word class consists of each word in the vocabulary of the
speech recognition system that can have the same grammatical feature assigned. Statistics
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collected from these word classes then represent a general grammatical features of the training
text, that can be then used to improve original word-based probabilities.

1.1. Data sparsity in highly inflectional languages

Language modeling is an open problem for a long time and still cannot be considered as
solved. Most of the research has been performed in the domain of English - as a consequence,
most of the proposed methods work well with languages similar to English. Processing
languages different from English, such as Slavic languages still have to deal with specific
problems.

As it is stated in [25], common aspects of highly inflectional languages with non mandatory
word order is inflective nature of Slavic languages, where: ”...majority of lexical items modify
its basic form according to grammatical, morphological and contextual relations. Nouns,
pronouns, adjectives and numerals change their orthographic and phonetic forms with respect
to grammatical case, number and gender.”

This property, together with rich morphology brings extremely large lexicons. Slavic
languages are also characterized by free word order in the sentence. The same meaning can
be expressed by more possible word orders in the sentence and grammatical correctness still
stays valid.

The main problems of forming a language model of Slavic languages can be summarized as:

• vocabulary size is very high, one word has many inflections and forms;

• size of necessary training text is very large – it is hard to catch all events;

• number of necessary n-grams is very large.

Solutions presented in [25] are mostly based on utilization of grammatical features and
manipulation of the dictionary:

• dictionary based on most frequent lemmas;

• dictionary based on most frequent word-forms;

• dictionary based on morphemes.

Each of these methods require a special method of preprocessing of the training corpus
and producing a language model. Every word in the training corpus is replaced by the
corresponding item (lemma, word-form or a sequence of morphemes) and a language model
is constructed using the processed corpus. For a highly inflectional language, where thanks
to the large dictionary the estimation of the probabilities is very difficult, language modeling
using a extraction of the grammatical features of words seems to be a beneficial way how to
improve general accuracy of the speech recognition .

2. Language modeling with sparse training corpus

The biggest issue of building a language model is data sparsity. To get a correct maximum
likelihood estimate, all possible trigram combinations should be in the training corpus. This
is very problematic, if a bigger dictionary is taken into account. Just in the case of usual, 100k
word dictionary that will sufficiently cover the most of the commonly used communication,
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there are 1015 possible combinations. This amount of text that will contain all combinations
that are possible with this dictionary is just impossible to gather and process. In the most cases,
training corpora are much smaller, and as a consequence, number of extracted n-grams is also
smaller. Then it is possible that if a trigram does not exist in a training corpus, it will have
zero probability, even if the trigram combination is perfectly possible in the target language.

To deal with this problem, process of adjusting calculated probabilities called smoothing is
necessary. This operation will move part of the probability mass from the n-grams that is
present in the training corpus to the n-grams that are not present in the training corpus and
has to be calculated from data that is available.

Usually, in the case of missing n-gram in the language model, required probability is
calculated by using available n-grams of lower order using back-off scheme [19]. For example,
if the trigram is not available, bigram probabilities are used to estimate probability of
the trigram. Using the same principle, if the bigram probability is not present, unigram
probabilities are used for calculation of the bigram probability. This principle for bigram
language model is depicted in the Fig. 1.

Figure 1. Backoff scheme in a bigram language model

Often, the back-off scheme is not enough by itself for efficient smoothing of the language
model, and n-gram probabilities have to be adjusted even more. Common additional
techniques are methods based on adjusting of n-gram counts, such as Laplace smoothing,
Good-Touring method, Witten-Bell [5] or modified Knesser-Ney [21] algorithms. The problem
of this approach is that these methods are designed for languages that are not very
morphologically rich. As it is showed in [17, 24], is that this kind of smoothing does not
bring expected positive effect for highly inflectional languages with large vocabulary.

Another common approach for estimating a language model from sparse data is linear
interpolation, also called Jelinek-Mercer smoothing [16]. This method allows a combination of
multiple independent sources of knowledge into one, that is then used for compose the final
language model. In the case of trigram language model, this approach can calculate the
final probability as a linear combination of unigram, bigram and trigram maximum likelihood
estimates. Linear interpolation is not the only method of combining of multiple knowledge
sources, other possible approaches are maximum entropy [1], log-linear interpolation [20] or
generalized linear interpolation [15].

For a bigram model, a linear interpolation scheme of utilizing bigrams and unigrams is
depicted in the Fig. 2. In this case, the final probability is calculated as a linear combination of
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both sources according to the equation:

P = λP1 + (1 − λ)P2. (1)

Interpolation parameter λ can be set empirically, or can be calculated by one of the
optimization methods, e.g. by using expectation-maximization algorithm. The coefficient λ

have to be chosen, such that the final language model composed from the training corpus fits
best the target domain, represented by the testing corpus.

Figure 2. Bigram model with linear combination

3. Class based language models

The presented basic language modeling methods are usually not sufficient for successful
real-world automatic speech recognition system. To overcome a data-sparsity problem,
class-based language models were proposed in [4]. This approach offers ability to group words
into classes and work with a class as it was a single word in the language model. This feature
means that the class-based language model can considerably reduce sparsity of the training
data. Also, an advantage is that the class-based models take into the account dependencies of
words, not included in the training corpus.

Probability of a word, conditioned on its history P(wi|wi−1 . . . wi−n+1) in the class-based
language model can be described using equation [4]:

P(wi|wi−1 . . . wi−n+1) = P(ci|ci−1 . . . ci−n+1)P(wi|ci), (2)

where P(ci|ci−1 . . . ci−n+1) is probability of a class ci, where word wi belongs, based on the
class history. In this equation, probability of a word w according to its history of n − 1 words
h = {wi−1 . . . wi−n+1} is calculated as a product of class-history probability P(ci|ci−1) and
word-class probability P(wi|ci).

3.1. Estimation of the class-based language models

As it is described in [18], if using maximum likelihood estimation, n-gram probability can be
calculated in the same way as in the word-based language models:

P(ci|ci−1 . . . ci−N+1) =
C(ci−n+1 . . . ci)

C(ci−n+1 . . . ci−1)
, (3)

where C(ci−N+1 . . . ci) is a count of sequence of classes in the training corpus and C(ci−n+1
. . . ci−1) is count of the history of the class ci in the training corpus.
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The word-class probability can be estimated as a fraction of a word count C(w) and class total
count C(c):

P(w|c) =
C(w)

C(c)
. (4)

Basic feature of the class-based models is lowering number of independent parameters [4] of
the resulting language model. For word-based n-gram language model, there is a probability
value for each n-gram, as well as back-off weight for lower order n-grams. For class-based
model, a whole set of words is reduced to a single class and class-based model describes
statistical properties of that class. Another advantage is that the same classical smoothing
methods that were presented above can be used for a class-based language model as well.

3.2. Word clustering function

Classes in the class-based model bring bigger level of generalization, rather than manipulating
with words, model deals with whole classes of words. Advantage of this approach is
significantly lower number of n-grams, where resulting number of n-grams depends on a
number of classes.

Generalization of words to classes using the clustering function can reduce data sparsity
problem. Each class substitutes whole group of words in the class-based language model,
therefore a much larger number of word sequences that are possible in the language can
be covered by the language model - there is a much higher probability that a certain word
sequence will have a non-zero probability. From this reason, it is possible to see class-based
language model as a certain type of language model smoothing - partitioning of the dictionary.

The basic idea of the class-based language model is to take additional dependencies between
words into account by grouping words into classes and finding dependencies between these
classes. Each word in the given training corpus can be clustered to the corresponding classes,
where each class can contain words with similar semantic or grammatical meaning. Words in
the classes then share common statistical properties according to their context. In general, one
word can belong to multiple classes and one class can contain more words.

In the context of a class-based language model, a class can be seen as a group of words. Each
this kind of group can be defined using a function. This word clustering function g that can
map any word w from the dictionary V and its context h to one of the possible classes c from
the set of all classes C can be described as:

g(w, h) → c, (5)

where class c is from the set of all possible classes G, word w is from vocabulary V and h is
surrounding context of the word w. This function can be defined in multiple ways - utilizing
expert knowledge, or using data-driven approaches for word-classes induction and can have
various features.

If the word clustering function is generalized to include every possible word, class-based
language model equation then can it can be written as:

P(w|h) = Pg(g(w, h)|g(h))P(w|g(w, h)). (6)
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4. A method for utilizing grammatical features in the language modeling

Figure 3. Back-off scheme for the language model

The main problem with class-based language models is how to optimally design a word
clustering function g. The word clustering function can be induced in a purely uncontrolled
way, based on heuristics ”words with the same context belongs to the same class”, or some
knowledge about the grammatical features of the target language can be used. Inspired by
the algorithm proposed in [4] and [32] proposes an automatically induced word classes for
building a class-based language model. On the other hand, it seems to be feasible to include
some information about the grammar of the language. Stem-based morphological language model
are proposed in [8, 33].

There is extensive research performed in the task of utilizing grammatical features in a
class-based models. The work presented in [23] states that a combination of a plain
word-based models with a class-based models can bring improvement in the accuracy of the
speech recognition. [22] evaluates a linear combination of the classical word-based language
models and grammar-based class models for several languages (English, French, Spanish,
Greek).

As it was presented in the previous text, class-based models have some features that are
desirable, such as reducing training data sparsity. On the other hand, the main feature of the
class-based language model, generalization of the words, can be disadvantage for the most
common n-grams. If word-based n-gram exist in the training corpus, it is very possible that
it will have more accurate probability than the corresponding class-based n-gram. For less
frequent n-grams, class-based language model might be more precise.

It seems that class-based language models using grammatical features might be useful in the
automatic speech recognition. Advantage of the class-based model is mainly in the estimation
of the probability of events that are rare in the training corpus. On the other hand, events
that are relatively frequent, are better estimated by the word-based language model. The
ideal solution will be to connect both models, so they can cooperate - frequent cases would
be evaluated by the word-based n-grams, less frequent events would be evaluated by the
class-based n-grams. Example schematics for this solution would be in the Fig. 3.
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From this reason a linear combination of a class-based with word-based language model is
proposed. It should be performed in a way that the resulting language model will mostly
take into account word-based n-grams if they are available and in the case that here is no
word-based n-gram it will fall back to the class-based n-gram that uses grammatical features,
as it is showed in the Fig. 3.

4.1. Linear interpolation of the grammatical information

This framework can be implemented using linear interpolation method, where the final
probability of the event is calculated as a weighted sum of two components - class-based
and word-based model. As it is known that the word based-model almost always give
better precision, coefficient of the word-based component should be much higher than the
class-based component. Probability of the event will be affected by the class-based component
mainly in the case, when the word-based component Pw(w|h) will give zero probability,
because it was not seen in the training corpus. On the other hand, the class-based components
Pg(g(w)|g(h)) might be still able to provide non-zero probability, because rare event can be
estimated from words that are similar in the means of the word clustering function g.

Class-based language model utilizing grammatical features, then consists of two basic parts:
word-based and class-based language model that was constructed using word clustering
function (as it is in the Fig. 2).

Probability of a word, according to its history P(w|h) then can be calculated using equation:

P(w|h) = λPw(w|h) + (1 − λ)Pg(g(w)|g(h))P(w|g(w)), (7)

where Pw is probability returned by the word-based model and Pg is probability returned
by the class-based model with the word-clustering function g that utilizes information about
grammar of the language.

This kind of language model consists of the following components:

• vocabulary V that contains a list of known word of the language model;
• word-based language model constructed from the training corpus that can return

word-history probability Pw(w|h);
• word clustering function g(w, h) that maps words into classes;
• class-based language model Pg(g(w)|g(h)) created from a training corpus and processed

by the word clustering function g(w, h);
• word-class probability function that assigns a probability of occurrence of a word in the

given class P(w|g(w));
• interpolation constant λ from interval (0, 1) that expresses weight of the word-based

language model.

The first part of this language model can be created using classical language modeling
methods from the training corpus. To create a class-based model, the training corpus has
to be processed by the word clustering function and every word has to be replaced by its
corresponding class. From this processed training corpus, a class-based model can be built.
During this process, a word-class probability function has to be estimated. This function
expresses probability distribution of words in the class. The last step is to determine the
interpolation parameter λ, should be set to values close (but lower) to 1.
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4.2. Extracting grammatical features

The hardest part of this process seems to be processing of the training corpus by the
grammatical feature extraction function. Description of the sentence by its grammatical
features is basically a classification task, where each word and its context has assigned one
feature from a list of all possible features. This conforms to the Eq. 5, that puts words into
classes.

Common grammatical features (usable for a highly inflective languages with non-mandatory
word order in the sentence):

• part-of-speech, a label that expresses grammatical categories of the word in a sentence,
such as number, case or grammatical gender;

• lemma, a basic form of the word;

• word suffix, a part of the word that inflects according to the grammatical form of the word;

• word stem, a part of the word that does not inflect and usually carries meaning of the
word.

There are more possible methods of segmentation of words into such features. Basically, they
can be divided into two groups - rule-based and statistics-based methods. In the following text,
a rule-based method for identifying a stem or a suffix of the word will be presented and a
statistic-based method for finding the word lemma or part-of-speech will be introduced.

4.2.1. Suffix and stem identification method

Suffix or stem identification method belongs to the field of the morphological analysis of the
language. There is a number of specialized methods and tools, such as Morfessor [6] using
uncontrolled learning methods. More methods of the morphological analysis are provided
in [9]. Disadvantage of the majority of proposed methods is that they are not very suitable for
Slavic languages. From this reason, a specialized method is necessary.

Because Slovak language is characterized by a very rich morphology, mainly on the suffix
side, a simple method, taking specifics of the language is presented. The method is based
on suffix identification, based on a list, obtained by counting suffixes in the list of all words
(from [29]) and taking suffixes with high occurence.

First necessary thing is a list of suffixes. This list can be obtained by studying a dictionary of
words, or some simple count-based analysis can be used.

1. a dictionary of the most common words in the language has been obtained;

2. from each word longer than 6 characters, a suffix of length 2, 3 or 4 characters has been
extracted;

3. number of occurrences of each extracted suffix has been calculated;

4. a threshold has been chosen and suffixes with count higher than the threshold has been
added to the list of all suffixes.

If the list of the most common suffixes is created, it is possible to easily identify the stem and
suffix and stem of the word.
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1. if the word is shorted than 5 characters, suffix cannot be extracted;

2. if word is longer than 5 characters, word ending of length n = 5 is examined. If it is in the
list of the most common suffixes, it is the result. If the ending of length n is not in the list,
algorithm continues with n − 1;

3. if no suffix has been identified, word is considered as a class by itself.

Disadvantage of this method is that it is statistically based and it is not always precise and
some suffixes found might not be grammatically correct.

This suffix or stem assignment function then can be used as a word clustering function that can
assign certainly one class to every word. Words with the same suffix or stem will then belong
to the same class and according to the properties of the language, they will share similar
statistical features.

4.2.2. Part-of-speech or lemma identification using statistical methods

Suffix extraction task is not too complicated and a simple algorithm can be used to achieve
plausible results. It is straight-forward and one word will always the same suffix, because
no additional information, such as context is considered. On the other hand, the process of
identification of the part-of-speech is much more difficult and context-dependent. In the case
of the Slovak language, the same word can have many different tags assigned, depending on
the surrounding context of the word.

Part-of-speech (POS) tag, assigned to a word expresses grammatical categories of a word in a
sentence. The same word can have multiple POS tags and surrounding context of the word
has to be used to specify correct grammatical category. This task is difficult also for trained
human annotator and requires sufficient knowledge about the grammar of the language.

Using a set of hand-crafted rules to assign a POS tag to a word did not show up to be useful. In
a morphologically rich language, the number of possible POS tags is very high and covering
every case by a rule seems to be exceptionally complex. Even if there are some approaches
using uncontrolled learning techniques [10], useful in the cases, when no a priori knowledge
is available the most commonly used approach is in statistical methods that make use of the
hand-annotated corpora.

The most commonly used classification methods are based on a hidden Markov models, e.g.
HunPOS [11], based on TnT [2] that is a statistical model is trained on a set of manually
annotated data. In some approaches, an expert knowledge can be directly inserted to the
statistical system, e.g. rule-based tagger [13].

Common statistical approaches include:

• Brill tagger (transformation learning) [3];

• hidden Markov model classifier [11];

• maximum entropy (log-linear regression) classifier [27];

• averaged perceptron methods [30, 34].
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Lemma assignment task is very similar to the part-of-speech assignment task, and very similar
methods can be used. The part-of-speech or lemma assignment function can be used as a
word clustering function, when forming a class-based language model. The problem with
this approach is that it is possible that one word can belong to more classes at once that can
bring a lower precision of the language model.

4.2.3. Hidden Markov model based on word clustering

Hidden Markov models is a commonly used method for a sequential classification of the text.
This kind of classifier can be used for various tasks, where a disambiguation is necessary, such
as part-of-speech tagging, lemmatization or named entity recognition. Also, it is essential for
other tasks in the automatic speech recognition, such as acoustic modeling. The reason for a
high popularity of this method is very good performance, both in precision and speed and
well-described mathematical background.

The problem of assigning the best sequence of tags or classes gbest(W) = {c1, . . . cn} to a
sequence of words W = {w1, w2...wn} can be described by the equation:

gbest(W) = arg max
i

P(gi(W)|W), (8)

where the best sequence of classes gbest(W) is assigned from all class sequences that are
possible for the word sequence W, according to the probability of occurrence of the class
sequence in the case of the given word sequence W.

There are several problems with this equation. First, the number of possible sequences gi(W)
is very high and it is not computationally feasible to verify them individually. Second, there
has to be a framework for expressing probability of the sequence P(gi(W)|W) and calculating
its maximum.

The hidden Markov model is defined as a quintuple:

• G0 - a priori probability distribution of all classes;

• G - set of possible states (classes);

• W - set of possible observations (words);

• A - state transition matrix, that expresses probability P(ci|ci−1) of occurrence of the class
ci, if class ci−i preceded in the sequence;

• B - observation probability matrix, that gives probability P(wi|ci) of word wi for the class
ci.

For construction of the hidden Markov model for the task of POS tagging, all of these
components should be calculated, as precisely as it is possible. The most important part of the
whole process is manually prepared training corpus, where each word has a class assigned by
hand. This process is very difficult and requires a lot of work of human annotators.

When annotated corpus is available, estimation of the main components of the hidden Markov
model, matrices A and B is relatively easy. Again, the maximum likelihood method can be
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used, together with some smoothing techniques:

A = P(ci|ci−1) =
C(ci−1, ci)

C(ci−1)
(9)

and

B = P(wi|ci) =
C(wi, ci)

C(ci)
, (10)

where C(ci−1, ci) is count of the pair of succeeding classes ci−1, ci, C(ci) is count of the class ci

in the training corpus. After matrices A and B are prepared, the best sequence of classes for
the given sequence of words can be calculated using a method of dynamic programming - the
Viterbi algorithm.

As it was stated above, the Slovak language is characterized by its rich morphology and
large vocabulary and this fact makes the task of the POS tagging more difficult. During
experiments, it has shown up that these basic methods are not sufficient, and additional
modification of the matrices A and B is required.

For this purpose, a suffix-based smoothing method has been designed, similar but not the same
as in [2]. Here, an accuracy improvement can be achieved by calculation of the suffix-based
probability P(gsu f f (wi)|ci). This probability estimate uses the same word-clustering function
for assigning words into classed as is presented above. Again, the observation probability
matrix is adjusted using a linear combination:

B = λP(wi|ci) + (1 − λ)P(gsu f f (wi)|ci). (11)

This operation helps to better estimate probability of the word wi in for the class ci, even if
a pair wi, ci does not exist in the training corpus. The second component of the expression
improves the probability estimate with counts of words, that are similar to the word wi.

5. Experimental evaluation

Basically, language models can be evaluated in two possible ways. In the extrinsic evaluation
is language model tested in simulated real-life environment and performance of the whole
automatic speech recognition system is observed. The result of the recognition is compared to
the annotation of the testing set. Standard measure for extrinsic evaluation is word error rate
(WER) that is calculated as:

WER(W) =
CINS + CDEL + CSUB

C(W)
, (12)

where CINS is number of false inserted words, CDEL is number of unrecognized words and
CSUB is number of words that were confused (substituted), when the result of the recognition
is compared to the word sequence W.

WER is evaluation of the real output of the whole automatic speech recognition system. It
evaluates user experience and is affected by all components of the speech recognition system.

On the other hand, intrinsic evaluation is the one ”that measures the quality of the model,
independent on any application” [18]. For n-gram language models, the most common

267
Incorporating Grammatical Features in the Modeling of 

the Slovak Language for Continuous Speech Recognition



12 Will-be-set-by-IN-TECH

evaluation metric is perplexity (PPL). ”The perplexity can be also viewed as a weighted
averaged branching factor of the language model. The branching factor for the language is
the number of possible next words that can follow any word” [18]. Similarly to the extrinsic
method of evaluation, a testing corpus is required. The resulting perplexity value is always
connected with the training corpus. According to the previous definition, perplexity can be
expressed by the equation:

PPL(W) = N

√

√

√

√

N

∏
i=1

1
P(w|h)

, (13)

where P(w|h) is a probability, returned by the tested language model and expresses
probability of all words conditioned by its histories from the testing corpus of the length N.

Compared to the extrinsic methods of evaluation, it offers several advantages. Usually,
evaluation using perplexity is much faster and simpler, because only testing corpus and
language model evaluation tool is necessary. Also, this method eliminates unwanted effects
of other components of the automatic speech recognition system, such as acoustic model of
phonetic transcription system.

5.1. Training corpus

The most important thing that is necessary for building good language model is correctly
prepared training data in a sufficient amount. For this purpose, a text database [12] has been
used. As it was mentioned in the introduction section, the training corpus should be large
enough to cover the majority of the most common n-grams. Also, training data must be as
similar as possible to the target domain.

The basic corpus of the adjudgements from the Slovak ministry of Justice has been prepared.
The problem is that this corpus is not large enough and have to be complemented with texts
from other domains. To enlarge this corpus with more general data, web-based newspaper
oriented corpus of the text data from major Slovak newspaper web-sites has been collected.
For the vocabulary, 381 313 the most common words has been selected. Contents of the
training corpus is summarized in the Table 1.

Corpus Words Sentences Size

Judicature 148 228 795 7 580 892 1.10 GB

Web 410 479 727 19 493 740 2.86 GB

Total 570 110 732 27 074 640 3.96 GB

Table 1. Training corpus

For training a class-based model utilizing grammatical features, further processing of the
training corpus is required.

One of the goals of this study is to evaluate usefulness of the grammatical features for
the language modeling. The tests are focused on following grammatical features that were
mentioned in the previous text:
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• part-of-speech;

• word lemma;

• word suffix;

• word stem.

For this purpose, a set of tools, implementing a word clustering function has been prepared.
For the POS and lemma, a statistical classifier based on the hidden Markov model has been
designed. This classifier has been trained on a data from the [29] (presented in [14]). Method
of the statistical classifier is similar to the [2], but uses additional back-off method, based on a
suffix extraction described in the previous section.

For identification of the suffix or the stem of the word, just simple suffix subtraction method
presented above has been used. When compared to the statistical classifier, this method is
much simpler and faster. Also, this kind of word clustering function is more uniform, because
one word can belong to just one class. Disadvantage of this approach is that it does not allow
to identify a suffix or stem to the words that are short. In this case, for those words that cannot
be split, word is considered as a class by itself.

Word clustering by the suffix identification is performed in two versions. Version 1 is using
625 suffixes compiled by hand. Version 2 is using 7 578 statistically identified suffixes (as
it was described above). For each grammatical feature, the whole training corpus has been
processed and every word in the corpus had a class assigned, according to the used word
clustering function.

To summarize, 7 training corpora has been created, one for each grammatical feature
examined. First training corpus was the baseline, and other 6 corpora were created by
processing of the baseline corpus:

• part-of-speech corpus, marked as POS1 has been created using our POS tagger, based on
hiden Markov models;

• lemma-based corpus, marked as LEM1, has been created using our lemma tagger, based
on hidden Markov models;

• suffix-based corpus 1, marked as SUFF1, has been created using suffix extraction method
with 625 hand compiled suffixes;

• stem-based corpus 1, marked as STEM1, has been created using suffix extraction method
with the same suffixes;

• suffix-based corpus 2, marked an SUFF2, has been created using suffix extraction method
using statistically obtained 7 578 suffixes;

• stem-based corpus 2, marked as STEM2, obtained by the same method.

5.2. Basic language model preparation

These seven corpora then were able to enter the process of language model creation. For every
prepared corpus, a language model has been built.

First necessary step is creation of the dictionary. For the baseline corpus, a dictionary of
381 313 the most frequented words has been selected.
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For the class-based models, according to the Eq. 2, besides class-based language model
probability P(c|hc), also word-class probability P(w|c) is required. Again, using maximum
likelihood, this probability has been calculated as:

P(w|c) =
C(w, g(w))

C(g(w))
, (14)

where C(w, gw) is number of occurrences of word W with class c = g(w) and C(g(w))
is number of words in class g(w). The processed corpora will be used for creation of the
class-based language model.

Taking prepared training corpus, SRILM Toolkit [31] has been used to build trigram model
with baseline smoothing method.

5.3. Basic language model evaluation

SUFF1 SUFF2 POS1 LEM1 STEM1 STEM2 Baseline

Classes (unigram count) 924 37 704 1 255 122 141 115 318 81 780 329 690

Size (MB) 72 450 489 555 595 522 854

PPL basic 266.41 61.64 355.11 75.3 80.42 89.31 39.76

PPL (λ = 0.98) 37.32 29.56 38.87 38.87 35.74 34.73 n/a

Table 2. Evaluation of the language model perplexity

Result of this step is 7 language models, one classical word-based models and 6 class-based
models, one for each word clustering function.

For quick evaluation, a perplexity measure has been chosen. As an evaluation corpus, 500 000
sentences of held-out data from the court of law adjudgements has been used. Results of the
perplexity evaluation and characterization of the resulting language models are in the Table 2.

The results have shown that despite expectations. Perplexity of the class-based models
constructed from the processed training corpora is always higher than the perplexity of the
word-based models. Higher perplexity means, that the language model does not fit testing
data so good. Word-based language model seems to be always better than the class-based
model, even if there are some advantages of the class-based language model. But, class-based
language models could be useful. Thanks to the word clustering function, they still provide
extra information that is not included in the baseline model. The hypothesis say, that in some
special cases, the class-based language model can give better result than the word-based
model. The way, how this extra information can be utilized is linear interpolation with the
baseline model, so it contains both word-based and class-based n-grams.

5.4. Creating class-based models utilizing grammatical features

A new set of the interpolated language models have been compiled using methodology
described in the previous section. Each class-based model has been taken and together
with the baseline word-based model, they were composed together using linear interpolation.
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Weight of the word based model has been set to λ = 0.98 and also word class probability
calculated in the previous step has been used.

The result of this process is again a class-based model. This new class-based model utilizing
grammatical features contains two types of classes. Word-based class, where class contains
only one member, the word. The second type of class is grammar-based class, where class
contains all words, that are mapped by the word clustering function.

This new set of the interpolated language models have been evaluated for perplexity. Results
are in the Table 2. It is visible that after the interpolation, perplexity of the interpolated
models has decreased very much. This fact confirms the hypothesis about usability of the
grammar-based language models.

5.5. Automatic speech recognition with class-based models utilizing grammatical

features

The main reason for improvement of the language model is the improvement of the automatic
speech recognition system. The correct evaluation of the language models in the task of the
automatic speech recognition would not be complete without extrinsic test in the simulated
real-world tasks of the recognition of the pre-recorded notes for adjudgements. Therefore, the
main tool for evaluation is an automatic speech recognition system, originally designed for
the judicature [28] with acoustic model [7].

For this purpose, two testing sets named APD1 and APD2 were used. Both test sets are
focused on the task of transcription of the dictation for use at the Ministry of Justice. Each
test set contain over 3 000 sentences that were recorded and annotated. After recognition of
the recording, WER has been calculated by comparing the annotation with the result of the
recognition using target language model.

To evaluate robustness of the language model, out-of-domain test has also been constructed.
Purpose of this test is to find out, how the system will perform in a conditions that are different
than the planned. For this test, a set of recordings from broadcast-news database [26] has been
used.

Each test is summarized in the Table 3, where name, number of words, number of sentences
and size can be found. Results of extrinsic tests can be shown in the Table 4.

Test Set Sentences Words

APD1 3 010 41 111

APD2 3 493 41 725

BN 4 361 40 823

Eval Corpus 500 000 15 777 035

Table 3. Test set
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Test set SUFF1 SUFF2 POS1 LEM1 STEM1 STEM2 Baseline

APD1 12.53 12.09 12.38 12.40 12.44 12.50 12.28

APD2 11.37 11.14 11.23 11.25 11.47 11.36 11.32

BN 21.91 21.40 21.87 21.84 21.70 21.63 21.23

Table 4. Language model WER [%] evaluation

5.6. Results of experiments and discussion

To summarize, the whole process of creating and evaluating a class-based language model
that utilizes grammatical information can be described as:

1. train set and test set has been prepared;

2. baseline dictionary has been selected;

3. baseline language model has been prepared;

4. for each method of feature extraction, a class-based training corpus has been set-up. Each
word in the train set and test set had a grammatical class assigned;

5. from each class-based training corpus, a class-expansion dictionary has been calculated.
The dictionary contains information as a triplet (c, P(w|c), w);

6. for each class-based training corpus, a class-based model has been prepared;

7. perplexity of the obtained class-based model has been evaluated;

8. for each class-based model, a linear interpolation with has been performed;

9. for every resulting class-based interpolated model perplexity has been calculated.

First conclusion from these experiments (see Table 2) is that the classic word based language
models generally give better precision than the class-based grammar models. Their main
advantage is the smoothing ability - estimating probability of the less frequent events
using words that are grammatically similar. This advantage can be utilized using linear
interpolation, where final probability is calculated as a weighted sum of the word-based
component and class-based component. That will help in better distribution of the probability
mass in the language model - thanks to the grammar component, more probability will be
assigned to the events (word sequences) not seen in the training corpus. Effect of the grammar
component is visible in the Table 2, where using simple suffix extraction method and linear
interpolation helped to decrease perplexity of baseline language model by 25%.

Effect of the decreased perplexity has been evaluated in extrinsic tests - recognition of dictation
of the legal texts. From this these tests, summarized in the Table 4 can be seen, how decreased
perplexity affects final precision of the recognition process. In the case of the suffix extraction
method, 2% relative WER reduction has been achieved. Interesting fact is that change of the
perplexity not always led to decreasing of the WER. From this fact it is possible to say that
perplexity of the language model is not always expressing quality of the language model in
the task of the automatic speech recognition, where final performance is affected by more
factors, and can be used just as a kind of clue in next necessary steps.
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Next conclusion is that not every grammatical feature can be useful for increasing precision
of the speech recognition. Each test shows notable differences in the perplexities and word
error rates for each created language model. After a closer look at the results, it can be
seen that those features that are based more on the morphology of the word, such as suffix
or part-of-speech perform better than those that are more based on the semantics of the
word, such as stem or lemma-based features (compare to [23]). Also, when comparing suffix
extraction method 1 and 2, we can see that statistically obtained high number of classes yield
better results, than the handcrafted list of suffixes.

6. Conclusion

This presented approach has shown that using suffix-based extraction method, together with
interpolated class-based model can bring much smaller perplexity of the language model and
considerably lower WER in the automatic speech recognition system. Even if a class-based
models do not bring important improvement of the recognition accuracy, they can be used
as a back-off schema in the connection with the classical word-based language models, using
linear interpolation.

Class-based language models with utilization of the grammatical features allow:

• optimize search network of the speech recognition system by putting some words into
classes;

• have ability to incorporate new words into the speech recognition system without the need
of re-training the language model;

• better estimate probabilities of those n-grams that did not occur in the training corpus.

Disadvantages of the class-based language models:

• relatively larger search network (it includes both words and word-classes);

• more difficult process of the training language models.

The future work in this field should be focused on even better usability of this type of language
model. First area that have not been mentioned in this work is the size of the language model.
Size of the language model influences loading times, recognition speed and used disk space
of the real-word speech recognition system. Effectively pruned language model should also
bring better precision, because it removes n-grams that can be calculated from lower-order
n-grams.

The second area that deserves more attention is the problem of language model adaptation.
Thanks to the class-based nature of this type of language model, new words and new phrases
can be inserted into the dictionary by the user and this feature should be inspected precisely.

This word has introduced a methodology for building a language model for highly inflective
language such as Slovak. It can be also usable for similar languages with rich morphology,
Polish or Czech. It brings a better precision and ability to include new words into the language
model by the user without the need of re-training of the language model.
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