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1. Introduction  

In this chapter, we discuss the problem of systems control. This problem represents the most 

important challenge for control engineers. It has attracted the interest of several authors and 

different approaches have been proposed and tested. These approaches can all be divided 

into two categories; Linear and Nonlinear approaches. In linear approaches, the analysis and 

the synthesis are simple however the results are limited to a specified range of operation. In 

nonlinear approaches, the results are valid in a large domain however the analysis is very 

complex. We should also note that some works on feedback control are dedicated to the 

feedback linearization in order to make the models, when it is possible, linear by using a 

preliminary feedback.    

The most important and well-known methodologies about control analysis and feedback 

control are the following: PID approach, Describing function method, adaptive control, 

robust control, Lyapunov stability, singular perturbation method, Popov criterion, center 

manifold theorem and passivity analysis.  

The first step in the controller design procedure is the construction of a truth model which 

describes the dynamics of the process to be controlled. The truth model is a simulation model 

that includes the basic characteristics of the process but it is too complicated to be used in 

the control design. Thus, we need to develop a simplified model to be used instead. Such a 

model is defined by Friedland (Friedland, 1991) as the design model. The design model 

should capture the essential features of the process.  

In order to describe the behavior of the process, a continuous dynamic system constituted 

by a finite set of ordinary differential equations of the following form is used:  

 
 

 
0 0, ( ), ( ) ( )

( ) , ( ), ( )

x F t x t u t x t x

y t H t x t u t

 




 (1) 

where the state x  Rn, the input u  Rm, the output y  Rp, and F and H are vector-valued 

functions with F : R×Rn ×Rm → Rn and H : R×Rn ×Rm → Rp.  
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A second kind of used model is the discrete dynamic system defined by a finite set of 
difference equations: 

 
 

 
0 0( 1) , ( ), ( ) ( )

( ) , ( ), ( )

x k F k x k u k x k x

y k H k x k u k

  


 (2) 

where x(k) = x(kh), u(k) = u(kh), h is the sampling time interval, and k ≥ 0 is an integer. 

The objective of this chapter is to propose a new strategy for control design using 
optimization method which is suitable for real time applications. This new methodology is 
based on neural network which is the classical approach to treat practical results using 
experimental tests. In order to illustrate this methodology and its applications, we will 
present an example of the intake air manifold control in a Diesel internal combustion engine.  

The chapter is divided as follows: In the second section a short overview of classical control 
methods is presented. In the third section a new methodology for control is proposed. In the 
fourth section, we present the application of the new control methodology to the Diesel 
engine. And finally, we end this chapter with our conclusions and remarks. 

2. Overview of classical control methods 

A main goal of the feedback control system is to guarantee the stability of the closed-loop 
behavior. For linear systems, this can be obtained by adapting the control parameters of the 
transfer function which describes the system in a way so that the real parts of its poles have 
negative values. Otherwise, Nonlinear control systems use specific theories to ensure the 
system stability and that is regardless the inner dynamic of the system. The possibility to 
realize different specifications varies according to the model considered and the control 
strategy chosen. Hereafter we present a summary of some techniques that can be used: 

2.1 Theory of Lyapunov 

Lyapunov theory is usually used to determine the stability properties at an equilibrium 
point without the need to resolve the state equations of the nonlinear system. Let us 
consider the autonomous non-linear system  

 ( )x F x  (3) 

where x  Rn is the state variable of the system and F is a smooth vector field. Assume that 
there is a function V defined as follows: 

: nV R R so that ( ) 0 0V x x   and lim ( )
x

V x


   If the derivative of V along the 

trajectories of (3) is so that : 

 ( ), ( ) 0V V x F x      for all  0x   (4) 

where designates the gradient and .,.  denotes the scalar product, than the system (3) is 

globally asymptotically stable. This is the Theorem of Lyapunov (Hahn, 1967). This 

approach has been improved in the principle of Krosoviskii-LaSalle (Hahn, 1967). In fact, it 

is shown that the condition given by (4) can be relaxed to  

www.intechopen.com



 
Optimized Method for Real Time Nonlinear Control 

 

165 

 ( ), ( ) 0V V x F x      for all x (5) 

under the hypothesis that the more invariant set, by (3), included in  

  / 0nx R V      (6) 

is reduced to the origin. 

These two theorems are the base of a large number of results on analysis of stability for 
nonlinear systems. In fact, the theory of Lyapunov- Krosoviskii-LaSalle is fundamental and 
is the base of this analysis. In the literature, this theory can have various versions according 
to the nature of the problem, for instance, for discrete models, stochastic systems or partial 
differential equations.  

In addition to the methodologies developed before, the theory is used to describe the control 
problems. The use of this theory is illustrated by the following result of feedback stabilization. 

Let us consider the following controlled system 

 ( ) ( )x F x u G x    (7) 

where nx R  is the state, u R  is the control variable, F and G are smooth vector fields. 
Assume there is V  a Lyapunov function so that  

 ( ), ( ) 0V V x F x      (8) 

Under some hypothesis is proved (Outbib, 1999) that the closed-loop system defined from 
(7) with 

 ( ), ( )u V x G x     (9) 

is globally asymptotically stable at the origin. A simple example to illustrate this result is the 
scalar system 

 x u  (10) 

Clearly, the system verifies the hypothesis with 2( ) 1 / 2V x x   and the stabilizing 
control u x   can be deduced. This approach has been applied to practical process (Outbib, 
2000; Dreyfus, 1962) 

2.2 Adaptive control 

The adaptive control is mainly used in cases where the control law must be continuously 
adapted due to the varying nature of the system parameters or its initial uncertainties. 

Let us consider the following non linear system 

 ( , )x F x   (11) 

Where x denotes the state variable of the system and   designates a parameter. The 

adaptive control is used in the situation where the parameter   is not known or can change. 

For example, let us consider the scalar classical system:  
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    2x x u  (12) 

If   is known the system (12) can be globally asymptotically stable using a control law of the 

form 2 ( )u x k x    , where k  is any smooth scalar function defined as follow: ( ) 0k x x   for 

0x  .  

The certainty-equivalent controller is defined by  

 

2ˆ ( )

ˆ

u x k x

w





    



  (13) 

where w  is the update law. 

Let V  be the Lyapunov function defined by: 

  221 ˆ( , )
2 2

V x x    
    (14) 

with 0  . The derivative of the closed-loop system defined from (12) and (13): 

 

2ˆ( ) ( )

ˆ

u x k x

w

 



     



  (15) 

is given by  

    3ˆ ˆ( , ) ( )V x x k x x w                (16) 

Now, if we let   31 /w x  , we get 

 
( , ) ( ) 0V x x k x for all x    

 (17) 

This implies that ( , )x 


 is bounded and x  converges to zero and ensures that the system 

(12) can be stabilized at the origin. 

2.3 Sliding mode control 

The Russian school developed the methodology of sliding mode control in the 1950s. Since 

this time, the technique has been improved by several authors (Slotine, 1984; Utkin, 1992; 

Sira-Ramirez, 1987; Bartoloni, 1989; Outbib & Zasadzinski, 2009). This approach is 

applicable to various domains, including aerospace, robotics, chemical processes, etc.  

The sliding mode control is a variable structure control method. Its principle is to force the 

system to reach and to stay confined over specific surfaces where the stability can be 

ensured, and that is based on discontinuous control signal.  

In order to illustrate the approach based on variable structure control, we now present a 

simple example. Let us consider the scalar system defined by:  
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 x u  (18) 

Our goal is to propose a control law of the form ( )u u x  so that lim ( ) lim ( ) 0
x x

x t x t
 

  . 

Clearly, the system (18) can be globally asymptotically stable using a control law of the form 

( , )u f x x  . In fact, one can use for instance u x x    . 

Now a simple analysis can show that there is no linear control law, of the form u ax , 

which makes the system globally asymptotically stable at the origin. But, if we consider a 

state feedback that commutes between two linear laws of the form: 

 1

2

0

0

a x if x x
u

a x if x x

  
    




 (19) 

than the system can be globally asymptotically stable using appropriate values for 1a   
and 2a .  

2.4 Optimal control 

The objective of the optimal control method is to search for the best dynamic course which is 
capable of transporting the system from an initial state to a final desired state at minimum 
cost. An example of its various applications can be found in the satellite control. More 
precisely, the optimal control technique can be defined as follows: 

Let us consider the following system: 

 
( , ( ), ( ))x F t x t u t

 (20) 

where x  Rn designates the state variable and u  Rm is the control variable. 

: n m nf R R R R    is a smooth vector-valued function .The optimal control is to find a 

suitable dynamic control u(t) which allows the system to follow an optimal trajectory ( )x t  

that minimizes the cost function : 

 
1

0
( , ( ), ( ))

t

t
J H t x t u t   (21) 

Several approaches have been used to resolve this problem. Among these approaches we 
can cite the variational calculus (Dreyfus, 1962), the maximum principle of Pontryagin 
(Pontryagin, 1962) or the procedure of dynamic programming method of Bellman (Bellman, 
1957).  

Let us consider a simple example such as the hanging pendulum. The equation describing 

the movement of the pendulum angular position under an applied torque   is given by: 

 
2

1 2

( ) ( ) ( ) ( )

(0) (0)

t t t t     
   

     


 

 
  (22) 

where   designates the angular position at time t . Let x be the system state variable 

( ), ( )x t t    
 , we can write : 

www.intechopen.com



 
Applications of Nonlinear Control 

 

168 

 
2

2
2 1

( ) ( , )
x

x t f x
x x


  

 
        

  (23) 

Therefore the optimal control goal can be to minimize the time interval , in order to reach 

the state values ( ) 0x   .  

2.5 Robust control 

The objective of robust control is to find a control law in such a way that the response of the 

system and the error signals are maintained to desired values despite the effects of 

uncertainties on the system. The uncertainties sources can be any disturbance signals, the 

measurement noise or the modeling errors due to none considered nonlinearities and time-

varying parameters.  

The theory of robust control began in the 1970s and 1980s (Doyle, 1979; Zames, 1981) with 

some aircraft applications. Actually, its applications concern different domains (aerospace, 

economics, ...).  

3. New algorithm for Optimized Nonlinear Control (ONC) 

The objective of this methodology is to propose a system optimized dynamic control which 

can be used in real time control applications. The proposed methodology (Omran, 2008b) 

can be divided into five steps: 1) Modeling process, 2) Model validation, 3) Dynamic 

optimization process, 4) Creation of a large database of the optimal control variables using 

the dynamic optimization process, 5) The neural network controller. 

In the next sub-sections, we present the different methodology steps and we explain its 

application using the example of the Diesel engine system.  

3.1 Modeling process 

The general equations which describe the functioning of a system can be expressed using 
the following form (Rivals, 1995): 

 
( , , , )

( , , , )

X F X I u t

Y g X I u t

 





 (24) 

Where F and g are nonlinear functions, X is the system state variables, I is the inputs 

variables, u is the control variables to be tuned and Y is the output.  

3.2 Experimental validation 

In this phase we used specified experimental data to identify the model parameters  

used in the modeling process (models of representation: transfer function or neural 

networks, models of knowledge,…), and than we used dynamic experimental data to test 

the model responses accuracy and its validation. This step is classic in any modeling 

process.  
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3.3 Offline dynamic optimization 

In this step we present the optimization technique of the control variables over dynamic 
courses and we define the objective function to be used. The question that we should ask is 
the following: In response to dynamic inputs I(t) which solicit the system over a certain 
interval of time [0,T], what is the optimal continuous values of the control parameters u(t) 
which minimize the cumulative production of the output Y(t). Therefore the objective 
function to be minimized can be written using the following form: 

 
0 0

( ) ( , , , )
i i

T T

a a
Min Y t dt Min g X I u t dt     (25) 

The optimization problem has the following equalities and inequalities constraints:  
 

Equalities constraints: ( , , , )
dX

F X I u t
dt

  (26)

 

Inequalities constraints: 
min max

min max

X X X

u u u

 
 

 (27)

Because the problem is nonlinear, there is no analytical solution; therefore we must 
reformulate it into its discretized form as following:  

 

Objective function: 
1

( , , , )
i

N

i i i i i
a

i

Min g X I u t

  (28) 

 

Equality constraints: 1( , , , ) ( , , , )i i
i i i i i

X XdX
F X I u t F X I u t

dt t
 

  


 

 1 . ( , , , ) 0i i i i i iX X t F X I u t      (29) 

 

Inequality constraints: 
min max

min max

i

i

X X X

u u u

 
 

 (30)

 

The inequality constraints are the domain definition of the system’s state and control 
variables; they are the lower and upper physical, mechanical or tolerance limits which 
assure a good functioning performance of the system and prevent the system damage. In 
our case, for example, the engine speed and the intake and exhaust pressure and 
temperature must vary between a lower and upper limit to prevent engine system damage 
or dysfunction.  

3.4 Creation of the optimal database 

The optimization problem explained previously necessitates a long computation time and 
therefore it cannot be directly resolved in real time applications, in addition the inputs 
evolution must be known beforehand which is not true in any real time applications. 
Consequently we propose to resolve the problem off line for different inputs profiles that 
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are very rich in information and variety and that cover a large area of possibility of the 
system’s domain and then to regroup the found solutions (inputs profiles and optimal 
control variables) in a large database which will be exploited in the following step. 
Therefore in the created database, we will find for every input vector I(t) an output vector 
u(t) which is the optimal control variables that can be used to respond to the inputs 
solicitations. In the next section this database will be used to create a dynamic controller 
based on neural networks.  

3.5 Online neural network control 

Since a score of year, the neural networks are considered as a powerful mathematical tool to 
perform nonlinear regression. Many engineers used them as a black box model to estimate 
the system responses and they also used them in various fields of applications including 
pattern recognition, forms recognition, objects classification, filters and control systems 
(Rivals, 1995). We distinguish two main types of neural networks: feed-forward or multi-
layers networks used for steady state processes and feedback or recurrent networks used for 
dynamic processes. We recognize to these networks the following fundamental 
characteristics (Ouladssine, 2004): They are black box models with great capacity for 
universal, flexible and parsimonious functions approximation. 

We are interested in establishing a control technique by training a recurrent neural network 

using the database created in the forth step of this methodology. The main advantage of this 

approach is essentially the capacity of developing a nonlinear controller with a small 

computation time which can be executed in real time applications. 

Between the various neural networks architectures found in the literature, the multi-layer 

perceptrons are the most popular; they are particularly exploited in system modeling, 

identification and control processes (Zweiri 2006). Many works show that the three layers 

perceptrons with one hidden layer are universal function approximation (Li, 2005); they are 

capable to approximate any nonlinear continuous function, defined from a finite multi-

dimensions space into another, with an arbitrary fixed precision, while they require the 

identification of a limited number of parameters comparing to the development of series of 

fixed functions. In this way, they are parsimonious.  

4. Application: Optimal air control in diesel engine 

Many vehicles developers are especially interested in Diesel internal combustion engines 
because of their high efficiencies reflecting low fuel consumption. Therefore, electronics and 
common rail injection systems are largely developed and used in diesel engines along with 
variable geometry turbocharger and exhaust gas recirculation in order to reduce the 
pollution and protect the environment and the human health and to optimize the engine 
performance and fuel consumption. The future engines must respect the more restricted 
pollution legislations fixed in the European emissions standards (table 1). The particulate 
matter that are mostly emitted under transient conditions due to air insufficiency are 
expected to be reduced of a ratio 1:10 at 2010 (Euro 6) and the nitrogen oxides which are 
caused by a smaller rate of the exhaust gas recirculation due to the insufficiency of fresh air 
supplied to the engine by the compressor at low engine speed and fuel consumption 
reduction and engine performance at high speed are also supposed to be reduced to half. 

www.intechopen.com



 
Optimized Method for Real Time Nonlinear Control 

 

171 

Heavy duty vehicle 
Euro 1 

1993 

Euro 2 

1996 

Euro 3 

2000 

Euro 4 

2005 

Euro 5 

2008 

Euro 6 

2010 

Oxides nitrogen 9 7 5 3,5 2 1 

Carbon monoxide 4,5 4 2,1 1,5 1,5 1,5 

Hydro-carbons 1,23 1,1 0,66 0,46 0,46 0,46 

Particulate Matter 0,4 0,15 0,1 0,02 0,02 0,002 

Table 1. European standard of heavy duty vehicles in g/KW.h 

Actually, modern diesel engines are controlled by look up tables which are the results of a 

steady state optimization using experiments done on a test bench. Figure 1 shows a static 

chart of the fresh air flow rate that is used to control the air management system. This chart, 

as well as the entire look up tables used in the engine control, depends over two entries: the 

crankshaft angular speed and the fuel mass flow rate (Arnold, 2007). The schematic 

description of an open and closed loop control are shown in fig. 2 and 3. The inputs are the 

pedal’s position Xp and the engine angular speed w. The outputs are the actuators of the 

turbine variable geometry GV and the opening position of the exhaust gas recirculation 

EGR. The indication ref designates a reference value and the indication corr is its corrected 

value. P and m’C are respectively the predicted or measured intake pressure and the air mass 

flow rate entering the intake manifold. 

 

Fig. 1. Static chart of the fresh air flow rate used in the engine control schemes. 

 

Fig. 2. Open loop control 

 
   Engine 

Optimal 
static 
maps 



GVref 

EGRref 

Dynamic 
corrector 

Fuel 
Opacity

GVcor 

EGRcor 
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Fig. 3. Closed loop control 

In the open loop control, the classic control of a diesel engine (Hafner, 2000) is done 
according to the diagram in fig. 2, the optimal values of the actuators are updated by 
memorized static maps. Then a predictive corrector (Hafner, 2001) is generally used in order 
to compensate the engine dynamic effects. 

In the closed loop control (fig. 3), the engine is controlled by error signals which are the 
difference between the predicted or measured air mass flow rate and the intake pressure, 
and their reference values. The controller uses memorized maps as reference, based on 
engine steady state optimization (Hafner, 2001; Bai, 2002). The influence of the dynamic 
behavior is integrated by several types of controller (PI, robust control with variable 
parameters, …) (Jung, 2003). 

Our work proposes practical solutions to overcome and outperform the control insufficiency 
using static maps. The advantage of this approach is to be able to propose dynamic maps 
capable of predicting, “on line”, the in-air cylinders filling. Therefore the optimal static maps 
in fig. 1 and 2 can be replaced by optimal dynamic ones. 

We suggest a mathematical optimization process based on the mean value engine model to 
minimize the total pollutants production and emissions over dynamic courses without 
deteriorating the engine performance. We used the opacity as a pollution criterion, this choice 
was strictly limited due to the available data, but the process is universal and it can be applied 
individually to each pollutant which has physical model or to the all assembled together. 

This optimization’s procedure is difficult to be applied directly in “on line” engines’ 
applications, due to the computation difficulties which are time consuming. Consequently, it 
will be used to build up a large database in order to train a neural model which will be used 
instead. Neural networks are very efficient in learning the nonlinear relations in complex 
multi-variables systems; they are accurate, easy to train and suitable for real time applications. 

All the simulations results and figures presented in this section were computed using 
Matlab development environment and toolboxes. The following section is divided to four 
subsections as follows: I Engine dynamic modeling, II Simulation and validation of the 
engine’s model, III Optimization over dynamic trajectories, IV Creation of Neural network 
for “on line” controller. 

4.1 Engine dynamic modeling 

Diesel engines can be modeled in two different ways: The models of knowledge quasi-static 
(Winterbonne, 1984), draining-replenishment (Kao, 1995), semi mixed (Ouenou-Gamo, 2001; 
Younes, 1993), bond graph (Hassenfolder, 1993), and the models of representation by 
transfer functions (Younes, 1993), neural networks (Ouladssine, 2004).  

  
 P.I 

 

 Engine 
Optimal 

static 
maps 

m'C, ref 

Pref 

m’C P 

Opacity Fuel GV

EGR 
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Seen our optimization objective, the model of knowledge will be adopted in this work. The 
semi-mixed model is the simplest analytic approach to be used in an optimization process.  

The Diesel engine described here is equipped with a variable geometry turbocharger and 
water cooled heat exchanger to cool the hot air exiting the compressor, but it doesn’t have 
an exhaust gas recirculation system that is mainly used to reduce the NOx emissions.  

Consequently the engine is divided to three main blocks: A. the intake air manifold, B. the 
engine block, C. the opacity (Omran, 2008a).  

4.1.1 Intake air manifold  

Considering air as an ideal gas, the state equation and the mass conservation principle gives [4]: 

  a
a a c a0

dP
V r.T . m m

dt
    (31) 

cm is the compressor air mass flow rate, 0am  is the air mass flow rate entering the engine,  
Pa, Va and Ta are respectively the pressure, the volume and the temperature of the air in the 
intake manifold and r is the mass constant of the air. 0am  is given by: 

 0 0,a V a thm m    (32) 

0,a thm  is the theoretical air mass flow rate capable of filling the entire cylinders’ volume at 
the intake conditions of pressure and temperature: 

 a
a0,th

a

Vcyl.ω.P
m

4 π r T


  
  (33) 

Vcyl is the displacement, ω is the crankshaft angular speed, and ǈv is the in-air filling 
efficiency given by:  

 2
v 0 1 2ǈ α α ω α ω    (34) 

Where αi are constants identified from experimental data. The intake temperature Ta is 
expressed by: 

  a ech c ech waterT 1 ǈ T ǈ T    
 (35) 

Tc is the temperature of the air at the compressor’s exit. Twater is the temperature of the 
cooling water supposed constant. ech is the efficiency of  the heat exchanger supposed 
constant. The temperature Tc is expressed by: 

 

γ 1
γ

a
c 0

0 c

P 1
T T 1 1

P ǈ

  
        
     

 (36) 

4.1.2 Engine block  

The principle of the conservation of energy applied to the crankshaft gives:  
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   2
e r

d 1
J ǉ ω

dt 2

      
 

 (37) 

J(ǉ) is the moment of inertia of the engine, it is a periodic function of the crankshaft angle due 
to the repeated motion of its pistons and connecting rods, but for simplicity, in this paper, the 
inertia is considered constant. Pe is the effective power produced by the combustion process: 

 
e e f ciǈ .m .P  

 (38) 

fm  is the fuel flow rate, Pci is the lower calorific power of fuel and ǈe is the effective 

efficiency of the engine modeled by [5]:   

 
2

1 2 3 4
e 2 2 2 2

5 6 7

c c λ c λ c λ w
ǈ λ

c λ w c λ w c λ w

        
  
         

 (39) 

ci are constants, and λ is the coefficient of air excess: 

 a0

f

mλ
m





 (40) 

Pr is the resistant power: 

 r rC ω 
 (41) 

Cr is the resistant torque. Fig. 4 represents a comparison between the effective efficiency 

model and the experimental data measured on a test bench. The model results are in good 

agreement with experimental data. 
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Fig. 4. Comparison between the effective efficiency model results and the experimental data 
at different crankshaft angular speed. 
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4.1.3 Diesel emissions model 

The pollutants that characterize the Diesel engines are mainly the oxides of nitrogen and the 

particulate matters. In our work, we are especially interested in the emitted quality of 

smokes which is expressed by the measure of opacity (Fig. 5) (Ouenou-Gamo, 2001): 

 
4 5 632 m w mm w mm

1 a fOpacity m w m m       
 (42) 

mi are constants identified from the experimental data measured over a test bench. 
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Fig. 5. Graphical representation of the opacity computed using (32) and a constant fuel flow 
rate equal to 6 g/s. 

4.1.4 System complete model 

Reassembling the different blocks’ equations leads to a complete model describing the 

functioning and performance of a variable geometry turbocharged Diesel engine. The model 

is characterized by two state’s variables (Pa, w), two inputs ( fm , Cr) and the following two 

differential equations representing the dynamic processes: 

 

 a
a a c ao

2
e f ci r

dP
V r T m m

dt

d 1
Jω m P C w

dt 2


     
          

 


 (43) 

4.2 Model validation 

The test bench, conceived and used for the experimental study, involves: a 6 cylinders 

turbocharged Diesel engine and a brake controlled by the current of Foucault. Engine’s 

characteristics are reported in table 2.  
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Stroke [mm]           145 

Displacement [cm3]      9839.5 

Volumetric ratio          17/1 

Bore [mm]           120 

Maximum  Power [KW] 

at crankshaft angular speed [rpm]  

          260 

        2400 

Maximum torque [daN.m] 

at crankshaft angular speed [rpm] 

          158 

        1200 

Relative pressure of overfeeding [bar]                2 

Table 2. Engine Characteristics 

Different systems are used to collect and analyze the experimental data in transient phase 

and in real time functioning: - Devices for calculating means and instantaneous measures, - 

a HC analyzer by flame ionization, - a Bosch smoke detector and - an acquisition device for 

signal sampling. The use of these devices improves significantly the quality of the static 

measures by integration over a high number of points. 

Fig. 6 and 7 show a comparison between two simulations results of the engine complete 

model and the experimental data. The inputs of the model are the fuel mass flow rate  

and the resistant torque profiles. The output variables are: the pressure of the intake 

manifold Pa the crankshaft angular speed ω and the opacity characterizing the engine 

pollution. The differential equations described in section 4.1.4 are computed simultaneously 

using the Runge-Kutta method. The simulations are in good agreement with the 

experimental data. 
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Fig. 6. Simulation 1: Comparison between the complete engine model and the experimental 
data measured on the test bench. 
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Fig. 7. Simulation 2: Comparison between the complete engine model and the experimental 
data measured on the test bench. 

4.3 Optimization process 

4.3.1 Problem description 

When conceiving an engine, engines developers have always to confront and solve the 
contradictory tasks of producing maximum power (or minimum fuel consumption) while 
respecting several pollution’s constraints (European emissions standard). We are only 
interesting in reducing the pollutants emissions at the engine level, by applying the optimal 
“in-air cylinders filling”. Consequently, the problem can now be defined; it consists in the 
following objective multi-criteria function:  

 
Maximize "Power"

Minimize "Pollutants"





 (44) 

This multi-objective optimization problem can be replaced by a single, non dimensional, 
mathematical function regrouping the two previous criteria:  

 
max ,max

i

ii

Poll
f dt dt

Poll

        
   

   (45) 

P is the engine effective power, Polli is a type of pollutant, and the indication max 
characterizes the maximum value that a variable can reach. The integral represents the heap 
of the pollutants and power over a given dynamic trajectory. This trajectory can be, as an 
example, a part of the New European Driving Cycle (NEDC).  

In this chapter we will only use the opacity as an indication of pollution seen the simplicity 
of the model and the priority given to the presentation of the method, but we should note 
that the optimization process is universal and it can involve as many pollution’s criteria as 
we want. The function "objective" becomes:  

www.intechopen.com



 
Applications of Nonlinear Control 

 

178 

 
maxmax

Op
f dt dt

Op


    

   (46) 

4.3.2 Formulation of the problem 

The problem consists therefore in minimizing the following function "objective" over a 

definite working interval [0, t]: 

 
4

max

1

max

5 632

ci
e f

m w mm w mm
a f

P
m dt

P
f

m
w m m dt

Op



  

        
     
  







 
 (47) 

Under the equalities constraints representing the differential equations of the engine block 

and the intake manifold: 

 

 a
a a c ao

2
e f ci r

dP
V r T m m

dt

d 1
Jω m P C w

dt 2


     
          

 


 (48) 

And the inequalities constraints derived from the physical and mechanical limits of the air 

excess ratio, the intake pressure and the crankshaft angular speed: 

  
 

15 80

.5    

   

4 4
a9 .10 P 30.10 Pa

83 ω 230 rd / s

 


 
  

 (49) 

λ is given by: 

 
 2

0 1 2 a

f

α α ω α ω Ncyl.Vcyl.ω.P
λ

4 π m

  


  
 (50) 

The variables of the optimization’s problem are w, Pa and m’c, and the inputs are Cr and m’f. 

We should note that we intentionally eliminate the exhaust and turbo-compressor blocks 

from the equalities constraints because we are interesting in obtaining the optimal “in-air 

cylinders filling” m’c without being limited to any equipments such as the variable geometry 

turbo-compressor early described. In other words, we can consider that we have replaced 

the turbo-compressor by a special instrument that can deliver to the intake manifold any 

value of the air mass flow rate that we choose and at any time. Later, in the conclusion, the 

devices that can provide these optimal values are briefly discussed. Also we should note 

that we will use the complete engine model of the existing turbocharged diesel engine as a 

comparison tool, to prove the validity of our proposed optimal control and the gain in the 

opacity reduction. 
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4.3.3 Problem discretization 

There is no analytic solution to the problem previously formulated; therefore there is a 
necessity to reformulate it in its discretized form. The integrals in the function "objective" 
become a simple sum of the functions computed at different instant ti: 

 
1

N

i 1 2 N
i

f f f f f


        (51) 

N is the number of the discretized points, it is the size of the unknown vectors , aP


 and cm

 . 

h is the step of discretization. Using the Taylor development truncated at the first 
differential order, the equalities constraints become: 

 
         
        

aa i 1 a i c i ao i
a

2 2
ei 1 i i r i

h
P P r.T . m m 0

V

2 hω ω 0
J





    
       


 
 (52) 

And the inequalities constraints: 

 

 

   

   

15 80

.5    

   

i

4 4
a i

i

9 .10 P 30.10 Pa

83 ω 230 rd / s

  
  


 

 (53) 

4.3.4 Solution of the optimization problem  

The optimization problem under equality and inequality constraints can be described using 
the following mathematical form: 

 

  
 

 
 

1 2, ,...

int

0  i 1,...,m

0  i 1,...,p

n

i

i

Min f X

X x x x

Under Constra s

h X

g X







  
  

 (54) 

Where f(X) is the objective function, h(X) the equality constraints and g(X) the inequality 
constraints. The easiest way to resolve this problem is to reduce it to a problem without 
constraints by creating a global objective function Φ(X, h(X), g(X)) which regroups the 
original objective function and the equality and inequality constraints (Minoux, 1983). 

Therefore we will use a global objective function that regroups: The function “objective”, the 
equalities constraints with Lagrange multipliers, and the inequalities constraints with a 
penalty function. The final objective function becomes (Minoux, 1983): 

  ,
pm

2
i i i

i 1 i 1

L X f(X) λ * h (X) r. [g (X)]
 

     (55) 

www.intechopen.com



 
Applications of Nonlinear Control 

 

180 

0
kr r , k is the number of iteration that must tend toward the infinity, and r0 = 3. The 

problem will have m additional unknown variables (Lagrange’s multipliers λi) to be 
determined along with the engine’s variables. The algorithm of the minimization process 
adopted here is the Broyden-Fletcher-Goldfarb-Shanno B.F.G.S. that sums up as follows: 

1. To start by an initial solution  0
X . 

2. To estimate the solution at the k iteration by:  1k k k k kX X D f X     , with X is a 

vector regrouping the optimization variables, αk  is a relaxation factor,   k kD f X  

represents the decreasing direction of the function, 1
kD  is an approximation of the 

Hessian matrix. 
3. To verify if the gradient’s module of the objective function at the new vector X is under 

a certain desired value (≈ 10-2). If it is true then this solution is the optimal solution, end 
of search. Otherwise increment k and return to the stage 2. 

4.3.5 Results and discussion 

We applied the optimization process explained in the previous section to two different 

profiles of inputs variables (fuel mass flow rate and resistant torque). The time step of 

discretization h is equal to 0.01s and the time interval is equal to 3 sec, each problem has 900 

unknown variables  ,   and a cw P m  with 598 equalities constraints and 1800 inequalities 

constraints. Fig. 8 and 9 show a comparison between the results of the optimization process 

and the simulation’s results of the engine’s complete system model for the same input 

values and at fixed position of the turbine variable geometry (completely open, GV = 0). The 

optimization’s results show that we need significantly more air mass flow rate entering the 

intake manifold and higher intake pressure to reduce the opacity, while the real 

turbocharged diesel engine is not capable of fulfilling these tasks. 
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Fig. 8. Comparison between the air mass flow rate and the intake pressure calculated using 
the optimization procedure and the ones simulated using the engine complete model for a 
variable fuel flow rate  and a constant resistant torque  equal to 1000 N.m. 
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Fig. 9. Comparison between the air mass flow rate and the intake pressure calculated using 
the optimization procedure and the ones simulated using the engine’s complete model for a 
variable fuel flow rate and a variable resistant torque. 

Fig. 10 and 11 show a comparison between the simulated opacity derived from the 

optimization process and the one derived from the engine’s complete system model for the 

same inputs used in fig. 8 and 9. The enormous gain in the opacity reduction proves the 

validity of the suggested optimization procedure. 
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Fig. 10. Opacity reduction using the optimal values of the air mass flow rate and the intake 
pressure. Blue: simulation without optimization, red: Simulation with optimization. 
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Fig. 11. Opacity reduction using the optimal values of the air mass flow rate and the intake 
pressure. Blue: simulation without optimization, red: Simulation with optimization. 

4.4 Neural network controller 

Optimization previously done "off line", would be directly unexploited "on-line" by a 

controlling processor seen the enormous computation time that is necessary to resolve the 

optimization problem. In order to integrate the results of this optimization’s procedure in a 

closed loop controller (ref fig. 3), and to be able to use it in real time engine applications, we 

suggest to use a black box model based on neurons. Neural network is a powerful tool 

capable of simulating the engine’s optimal control variables with good precision and almost 

instantly. 

The neural network inputs are the fuel mass flow rate and the resistant torque, and its 

output variables are the optimal values of the air mass flow rate and the intake pressure. 

However in real time engine applications, the injected fuel flow rate is measurable, while the 

resistant torque is not. Consequently, we suggest substituting this variable by the crankshaft 

angular speed which can be easily measured and which is widely used in passenger cars 

controlling systems. 

Firstly, we need to create a large database which will be used to train the neural model, and 

which covers all the functioning area of the engine in order to have a good precision and a 

highly engine performance. The database is created using the optimization process as 

explained in subsection 4.3. 

Then we have to judicially choose the number of the inputs time sequence to be used, in 
order to capture the inputs dynamic effects and accurately predict the output variables. 
With intensive simulations and by trial and error, we find out that a neural network with  
inputs the fuel mass flow rate and the crankshaft angular speed at instant (i), (i-1) and (i-2) is 
capable of precisely predicting the optimal values of the air mass flow rate and the intake 
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pressure at current instant (i). Fig. 12 describes the neural network. The network is built 
using one hidden layer and one output layer, the activation functions of the hidden layer are 
sigmoid; the ones at the output layer are linear. 

 

Fig. 12. The structural design of the neural network adopted in this paper for predicting the 

optimal control of the in-air filling and the intake pressure in real time applications. 

The number of neurons in the hidden layer is determined by referring to the errors 

percentage of the points which are under a certain reference value wisely chosen; the  

errors percentage (table 3) are the results of the difference between the outputs of the 

network after the training process is completed, and the desired values used in the training 

database. 

Table 3 shows the results of the neural networks with different number of neurons in their 

hidden layer, these networks are trained with the same database until a mean relative error 

equal to 10-8 is reached or maximum training time is consumed. The values in the table 

represent the percentage of the neural network results respecting the specified error 

percentage computed with respect to the reference values. 

 

Number of neurons of the 

hidden layer 

Error percentage 
Relative 

error < 1 % < 5 % 
< 10 

% 

110 57.71 88.85 96.71 3.6 10-5 

120 98.428 100 100 10-8 

130 98.734 100 100 10-8 

140 99 100 100 10-8 

Table 3. Results of four neural networks trained using different neurons number in their 

hidden layer and the same database. 

The neural network adopted in this paper includes one hidden layer with 140 neurons and 

one output layer with 2 neurons. Fig. 13 and 14 show a comparison between the air mass 

flow rate and the intake pressure calculated using the theoretical optimization procedure, 

and the ones computed using the neural network. The results are almost identical; the mean 

relative error is 10-6. 
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Fig. 13. & 14. Comparison between the neural network outputs and the optimal values of the 
air mass flow rate and the intake pressure. 

5. General conclusions 

We successfully developed and validated a mean value physical model that describes the 
gas states evolution and the opacity of a diesel engine with a variable geometry 
turbocharger. Then we proposed a dynamic control based on the optimal “in-air cylinders 
filling” in order to minimize the pollutants emissions while enhancing the engine 
performance. The optimization process is described in detail and the simulation results (fig. 
8-11) prove to be very promising. In addition, the control principle as described here with 
the opacity criterion can be easily applied to other pollutants which have available physical 
model. This will be the object of future publications. 
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Also, in order to overcome on line computation difficulties, a real time dynamic control based 
on the neural network is suggested; therefore the optimal static maps of the fig. 2 can be 
successfully replaced by dynamic maps simulated in real time engine functioning (fig. 15). 

 

Fig. 15. Proposed control in closed loop 

Finally, we should note that, in this chapter, while we did find, in theory, the optimal air mass 
flow rate and intake pressure necessary to minimize the opacity, but we didn’t discuss the 
mechanical equipments required to provide the optimal intake pressure and intake air flow 
rate in real time engine applications. The practical implementation of the dynamic control is an 
important question to be studied thereafter. The use of a turbo-compressor with variable 
geometry and/or with Waste-Gate, and/or electric compressor is to be considered.  
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