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1. Introduction 

Non-rigid objects recognition is an important problem in video analysis and understanding. 

It is nevertheless a challenging task to achieve due to the properties carried out by the non-

rigid objects, and is more complicated by camera motion as well as background variation. 

Human body recognition in video sequences is the best application of the non-rigid objects 

recognition due to the large capacities of the human body in doing actions and poses. These 

difficulties prohibit practical attempts toward conceiving a robust global model for each 

action class. Human body recognition is highly interesting for a variety of applications: 

detecting relevant activities in surveillance video, summarizing and indexing video 

sequences. It relies, however, on the interpretation of the body movements and classifies 

them in different events.  

A considerable amount of previous work has addressed the question of human action 
categorization and motion analysis. One line of work is based on the computation of 
correlation between volumes of video data (Efros et al., 2003). Another popular approach is 
to track body parts at first and then uses the obtained motion trajectories to perform action 
recognition (Ramanan & Forsyth, 2004). The robustness of the approach is highly dependent 
on the tracking system. Alternatively, researchers have considered the analysis of human 
actions by looking at video sequences as space-time intensity volumes (Bobick & Davis, 
2001). Some researchers have also explored unsupervised methods for motion analysis such 
as hierarchical dynamic Bayesian network model (Hoey, 2001;  Zhong et al., 2004). Another 
approach uses a video representation based on spatiotemporal interest points (STIPs). In 
spite of the existence of a fairly large variety of methods to extract interest points (IPs) from 
static images Harris corner detector (Harris & Stephens, 1988), Scale invariant feature 
transform (Lowe, 1999), Salient regions (Kadir & Brady, 2003) …, less work has been done 
on STIPs detection in videos. In 2005, Laptev (Laptev, 2005) present a STIPs detector based 
on the idea of the Harris IPs operators. They detect local structures in space-time where the 
image values have significant local variations in space and time dimension. IPs extracted 
with such methods had been used as features for human action classification. These points 
are particularly interesting because they focus the initial information contained in any image 
in a few specific points. The integration of the time component can perform filtering on the 
IP and keep only those who also have a temporal discontinuity. 
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We propose in this chapter a motion analysis and classification approach to learn and 
recognize human actions in video, taking advantage of the robustness of STIPs and the 
unsupervised learning approaches. Experimental results are validated on KTH human 
action database (Schuldt et al., 2004), and ATSI Human Action Database (see Figure 1). 
Results are compared to recent works on the human motion analysis and recognition. 

 

Fig. 1. Samples from the KTH human action database 

2. Spatio-temporal interest points 

2.1 Presentation 

Interest Points in a bitmap image are defined as pixels with maximum variations of the 
intensity in the local neighbourhood. These pixels represent corners, intersections, isolated 
points and specific points on image texture. This definition can describe the Spatio-temporal 
Interest Points (STIPs) when considering a video sequence instead of the image. 
Consequently, we deduce that STIPs can be defined as pixels with significant changes in 
space and time. It can represent irregular movements of the human body such as bending 
elbows or knees, moving limbs. Whereas, uniform movement such as moving a hard object 
does not generate any STIP. Video sequences are represented as a 3D function over two 
spatial dimensions (x, y) and one temporal dimension t. Many detectors can be used such as: 
Laptev et al. detector (Laptev & Lindeberg, 2004); Dollàr et al. detector (Dollár et al., 2005); 
FAST-3D detector (Koelstra et al., 2009); and Oikonomopoulos et al. detector 
(Oikonomopoulos et al., 2006). 

2.2 Laptev et al. detector 

The Laptev et al. theory (Laptev & Lindeberg, 2004) is based on the Harris operator (Harris 
& Stephens, 1988) that had shown good performances interest points detection in static 
images. The operator extension over the spatiotemporal domain makes the spatio-temporal 
interest points detection possible. This extension consists of a search of points that maximize 
the local variation of image values simultaneously over the spatial dimensions and the 
temporal dimension. According to Laptev et al., a video sequence can be represented as a 
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function 2f : R R R   over two spatial dimensions (x, y) and one temporal dimension t. 

The Local space time features are defined as 3D blocks of the sequence containing variations 
in space and time. 

The scale-space representation 2 2L:R R R R     is generated by the convolution of f with 

a separable Gaussian kernel g (p ; Σ) (1). Where p is spatiotemporal position 

vector  Tp= x,y, t , the parameters 2 and τ2 of the covariance matrix correspond to the 

spatial and temporal scale parameters respectively and define spatiotemporal extension of 

the neighbourhoods.  

  
   

 T 1 2p p 0 0

1 22g p; e and 0 0
32 det 20 0

          
    

 

 (1) 

A spatiotemporal second-moment matrix (2) is defined in terms of spatiotemporal gradients 
and weighted with a Gaussian window function. 

 

        

 

T
; g ; L ; L ;

2L L L L Lx x y x t

2g ; L L L L Lx y y y t

2L L L L Lx yt t t

              
 
 
 
      
 
 
 

 (2) 

The spatiotemporal second-moment matrix Ǎ, considered also as a structure tensor, is 
interpreted in terms of eigen values. This fact makes the distinguishing of image structures 
possible with variations over one, two and three dimensions. Three-dimensional variation of 
f corresponds to image points with non-constant motion. Such points can be detected by 
maximizing the three eigen values ǌ1, ǌ2, ǌ3 of Ǎ over space and time. 

STIP detection is realized by the extension of the Harris operator H into the spatiotemporal 
domain (3). Detection is based on points with high eigen values. 

      33
H det k trace k1 2 3 1 2 3                 (3) 

Local maxima of H correspond to points with high values ǌ1, ǌ2, ǌ3 (ǌ1 ≤ ǌ2 ≤ ǌ3). H can be 
written as equation (4), where ǂ = ǌ2/ǌ1 and ǃ = ǌ3/ǌ1. 

   33H k 11         (4) 

From the requirement H ≥ 0, we get the condition represented by (5). 

  3k 1       (5) 
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And it follows that for perfectly isotropic image structures (͉ = ͊ = 1), k assumes its 

maximum possible value kmax = 1/27. For sufficiently large values of k ≤ kmax, positive 

local maxima of H will correspond to space-time points with similar eigen values λ1, λ2, 

λ3. Consequently, such points indicate locations of image structures with high 

spatiotemporal variation and can be considered as positions of local spatiotemporal 

features. As k in (3) only controls the local shape of image structures and not their 

amplitude, the method for local features detection is invariant with respect to the affine 

variation of image brightness. 

2.3 Dollàr et al. detector 

Compared to Laptev detector, Dollàr et al. detector (Dollàr et al., 2005) it produces dense 
features that can significantly improve the recognition performance in most cases. It uses 
two separate filters in spatial and temporal directions: 2-D Gaussian filter in space 
components and 1-D Gabor filter in time component.  

A response function of the form (6) is obtained, where g is the 2D Gaussian kernel applied 

along the spatial dimensions of the video and hev  (7) and hod  (8) are a quadrature pair of 

1D Gabor filters applied in the temporal dimension.  

 2 2R (I * g * h ) (I * g * h )ev od   (6) 

 t²/ ²h (t; , )=  cos(2 t ) eev
       (7) 

 t²/ ²h (t; , )=  sin(2 t ) eod
       (8) 

The detector responds best to complex motions made by regions that are distinguishable 

spatially, including spatio-temporal corners, but not to pure translational motion or motions 

involving areas that are not distinct in space. Local maxima of the response function R are 

selected as interest points, and cuboids are extracted, which are the windowed pixel values 

around the interest point in the spatial and temporal dimensions. 

2.4 The FAST-3D detector 

The FAST-3D spatio-temporal detector, developed by (Koelstra et al., 2009), is inspired from 
the FAST detector (Features from Accelerated Segment Test detector). Instead of using a 
circle around each pixel (x, y, t), Koelstra et al considered the set C of the 26 directly 
neighbouring pixels to (x, y, t) in a 3D space-time neighbourhood. STIPs detection is 
correctly done even when videos are transformed by zoom, rotation or MPEG compression. 

2.5 Laptev detector Implementation 

The algorithm was applied to sequences of different types of video sequences for detecting 
the STIP. The application of the algorithm is made through two executable files "stipdet.exe" 
and "stipshow.exe". The first file corresponds to the detection algorithm STIP and the second 
for showing the detected STIPs on the sequences. 
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The implementation of the first program generates a text file with space-time coordinates of 

the tracks (x, y, t). The second program displays STIPs detected on the images of the video 

sequence. Video sequences are processed using Matlab with a single variable representation. 

The three-dimensional tensors represent properly video sequences. Figure 2 shows the 

detected STIPs in different video frames’ samples from the KTH human action database. 

The three components are x (height) y (widths) and t (time axis). This representation makes 

possible the STIPs neighborhood search in space-time domain.  

 
 

 
 

 

Fig. 2. Detected STIPs in different samples from the KTH human action database 

Among all detected STIPs from video sequences, there are usually motion noises from the 

non uniform background that do not contribute to the action motion. In fact, those points 

normally make the modeling computation much harder and in some cases might completely 

distract the core parts of the action. In order to filter out these irrelevant elements, we 

consider only STIPs that coincide with the dilated shape of the human body. 

The tensor elements contain gray level values of pixels in each frame of the video sequence. 

The criteria developed by Laptev et al. are applied on tensors and STIPs detected are pixels 

with maximum values in local neighborhoods and this by maximizing the criterion H. 

Figure 3 shows the structure of the tensor with the three axes. 

The STIP detected by the Laptev algorithm have interesting properties including their 

stability to geometric transformations. Other robustness properties of the STIPs can be 

determined. These properties are related to noise from video sequences, such as impulse 

noise, contrast changes, quick movement of the camera and the MPEG compression effects. 

Several studies have been done in this area. Lejeune-Simac et al. (Lejeune-Simac et al., 2010) 

present a comprehensive study of the robustness of the detector STIPs various effects of 

noise from video sequences. 
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Fig. 3. Reference axes (x,y,t) representation on a video sequence from KTH human action 
database 

3. Motion analysis approach  

To analyse motion we defined different parameters based on STIP detection using Laptev 
detector. The first one calculates the number of STIP in the sequence, whereas the second is 
the “activity” function that evaluates the evolution of STIP during the sequence and the 
third parameter analyses the position of STIP points comparing to reference one associated 
to the body in movement. 

3.1 Number of STIPs in a sequence 

Human body movements can be differentiated by a quantitative survey on STIPs detected. 
Thus, an algorithm was developed with a purpose to calculate STIPs number for each 
sequence from different human body motion databases. This algorithm leads to interesting 
results. Indeed, STIPs number is high for fast movements like (running, jogging, jumping). 
Other movements made only by the arms (boxing, hand clapping or hand waving) lead to 
low STIPs number. Table 1 shows the evolution of the STIPs average number in 100 frames 
sequences (4 seconds of video) for each movement class. The algorithm was tested on 450 
sequences from KTH database (75 for each movement). 

 

Movement 
STIPs average number per 

100 frames 

Running 685 

Jogging 463,33 

Walking 313,33 

Hand waving 145 

Hand clapping 114 

Boxing 82 

Table 1. Number of STIPs evolution for KTH human action database. 
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These statistics show that STIPs number depends directly of the movement realized. Indeed, 
running and jumping movements have high STIPs number however boxing and hand 
waving have a low STIPs number. Therefore we conclude that STIPs number in a sequence 
is an important parameter in human movements’ recognition. To emphasize this study we 
present in the following section the evolution of STIPs in time by the "Activity" function. 

3.2 Activity function 

Evolution of the STIPs number in a sequence is an important factor in human motion 
recognition. To synthesize this criterion we have used the "Activity" function. This function 
was defined by Laganière et al. (Laganière et al., 2008) as the number of pixels that are 
modified between two consecutive frames in a video sequence. Hence, frames that 
correspond to local maxima of the “Activity” function are the scenes of major movements. 
We have changed the "Activity" to fit our research, so we defined it as STIPs number in each 
frame of the sequence. The evolution of this number can lead us to recognize the type of 
movement made by detecting its local maxima which are the locations of large amounts of 
movement and its distribution that indicates the positions of these quantities in time scale. 
In Figure 4, we present the activity function applied to samples of sequences from KTH 
database. 

 

Fig. 4. Application of the Activity function on samples from KTH human action database. 

The curves in Figure 4 have repetitive peaks. These peaks are local maxima of the activity 
function and can be regarded as major movement’s events in each class. From this analysis 
we can extract important information about the class of the movement performed. 
The curves obtained are so noised. This is caused by non significant STIPs detected and 
which appear between local maxima. To resolve this problem we applied a smoothing 
algorithm on curves to accentuate the peaks and eliminate the STIPs values between the 
local maxima. The smoothing was done on segments of frames by adding the STIPs detected 
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in an interval [n-2, n+2] where n is the time of the local maxima of the STIPs. Figure 5 shows 
the application of smoothing algorithm on the activity function curves for samples from the 
KTH human action database. 

 

Fig. 5. Application of the smoothing algorithm on the activity function curves for samples 
from the KTH human action database. 

We note that smoothing reduces the activity function noise and increases the local maxima 
values of the curves. To detect the locations of local maxima, a Gaussian model is fitted to 
the activity function. This model leads to the determination of the number of the local 
maxima and their time in a sequence. In addition, it contributes for motion recognition 
when considering the parameters of the used Gaussian model in the classification algorithm. 

The value of the global maximum is deduced to detect movement with only one global 
maximum. Figure 6 shows the application of the Gaussian model to activity function on 
sequences taken from the KTH human action database (from left to right and row-wise of 
the Figure we have the actions of, boxing, walking, hands waving, jogging, hands clapping 
and running). 

In Table 2, the number of local maxima is shown, their mean value and the global maximum 
value for different action classes taken from the KTH human action database. We note that 
the number of local maxima is the number of repetitions in a human movement such as 
walking or hand clapping. For fast movements such as running the smoothing algorithm 
reduces the number local maxima to one and extracts a single global maximum. The local 
maxima average value is a significant parameter in the classification of human movements. 
We note that the movements made only by arms such as: Boxing, Hand waving and Hand 
clapping have values lower than those achieved by the whole body such as: Running, 
Jogging and Walking. The global maximum can contribute to the classification since its 
values are different from one to another class of motion. 
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Fig. 6. Application of the Gaussian model to activity function on sequences taken from the 
KTH human action database 

 

Action 
Local maxima 

number 
Local maxima 

mean value 
Global 

maximum value 

Running 1 42 43 

Jogging 2 29 33 

Walking 3 28 33 

Hand waving 5 12 14 

Hand clapping 3 12,33 14 

Boxing 5 7,4 11 

Table 2. Number of local maxima, mean value and the global maximum value for different 
action classes taken from the KTH human action database 

The use of the activity function allows the tracking of the STIPs number in time. Its 
evolution has been modeled by a Gaussian model to extract its local maxima. This study can 
contribute to human motion recognition. Another important feature can be used. It consists 
on the spatiotemporal boxes associated to human body parts. 

3.3 Spatiotemporal boxes 

STIPs are the most significant motion locations in video sequences. Most of the STIPs are 
located at the most valuable human body parts such as knees, elbow joints, the moving 
limbs. Boxes containing STIPs called as “Spatiotemporal Boxes” can be considered as 
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important information to describe the actions and to differentiate between them. 
Spatiotemporal boxes containing detected STIPs are the most shining regions to describe 
human motion. The boxes size can be effective information to differentiate between motion 
done only by hands and the full body motion (see Figure 7). 

For all STIPs belonging to the same image, we determine their spatial coordinates (x1, y1) 

(x2, y2), ..., (xn, yn) in the image reference. The spatiotemporal boxes can be described by a 

rectangle between points (xLeft, yTop) and (XRight, yBottom) these coordinates are determined by 

reference to the following equations. 

 

Left

Top

Right

Bottom

x = min(x ,x ,...,x ) - rn1 2
y = min(y ,y ,...,y ) - rn1 2

x = max(x ,x ,...,x ) + rn1 2

x = max(y ,y ,...,y ) + rn1 2

 (9) 

r is the extension radius of the spatiotemporal boxes. Figure 7 shows spatiotemporal boxes 
detected on images taken from the KTH human action database. 

 
 
 

 
 
 

Fig. 7. Spatiotemporal boxes detected on images taken from the KTH human action database 

Considering motion done using full body, we classified STIPs points in two parts, High 

body part STIPs (H-STIP) and Low body part STIPs (L-STIP). To achieve this classification 

we detected the centroid of the body silhouette in all frames of the sequence. Points located 

above centroid are classified in H-STIP and points below centroid are classified in L-STIP as 

shown in Figure 8. 
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Fig. 8. Classification of H-STIP and L-STIP for action samples from KTH human action 
database 

The evolution of H-STIP and L-STIP in time (see Figure 9) compared to centroid can be 
discriminative information to classify actions. In fact, actions containing H-STIP and L-STIP 
are Running, Jogging and Walking. On the other side, Boxing, Hand waving and Hand 
clapping contain only points of H-STIP type. 

 

Fig. 9. An illustration of the evolution of H-STIP, L-STIP and Centroid in time for running 
action 

4. Motion classification 

To obtain fair judgement of the performances of the proposed approach, we compare our 
results with other human action recognition approaches using the same database. The 
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performance of any approach is evaluated by measuring the accuracy of motion 
classification using a specified algorithm. Many algorithms can be used. The more used in 
will be described in the following subsections.  

4.1 Probabilistic latent semantic analysis (pLSA) 

It is a popular unsupervised method for learning object categories from interest point 
features and it was implemented based on Niebles et al. (Niebles et al., 2008). Histogram 
features of training or testing samples are concatenated to form a co-occurrence matrix 
which is an input of the pLSA algorithm.  

4.2 Support Vector Machines (SVM) 

Support Vector Machines (SVM) is one of the most popular classifier which has recently 
gained popularity within visual pattern recognition. In spatial recognition, local features 
have recently been combined with SVM in a robust classification approach. In a similar 
manner, Schuldt et al. (Schuldt et al., 2004) explored the combination of local space-time 
features and SVM and apply the resulting approach to the recognition of human actions. 

4.3 Proposed algorithm 

The classification algorithm is based on an unsupervised clustering algorithm K-MEANS 
The choice of this method is justified by the low running time and a priori knowledge of the 
number of classes K. The algorithm is based on a parameter vector V based on the criteria 
mentioned in previous sections. Table 3 shows the ranking of the parameters belonging to 
the vector V from the most to least significant paarameter. 

 

Parameter Feature 

P1 Spatiotemporal box area 

P2 Spatiotemporal box area/ Body bounding box area 

P3 H-STIP existence (1 or 0) 

P4 L-STIP existence  (1 or 0) 

P5 Distance between the spatiotemporal box centroid and the bounding 
box centroid 

P6 STIPs Number /100 frames 

P7 Global maximum value 

P8 Local maxima number 

P9 Mean value of local maxima 

P10 Average value of the activity function variance 

P11 Slope of the curve x=f(t) of the centroid 

Table 3. List of parameters belonging to the vector V 

The classification of movements is made in a hierarchical manner. Indeed a first algorithm 
classifies the movement into two classes. The first concerns the movements made by the 
whole body while the second represents the movements made only by hands. In this 
algorithm we used only five parameters {P2, P3, P4, P5 and P6}. The second algorithm 
achieves an overall classification and uses the entire set of parameters. 
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The clustering algorithm K-means (MacQueen, 1967) allows to partition the set of 
movements into k classes {C1, C2, …, Ck}. U1 partition of the first algorithm contains two 
rows and n columns. While for the second algorithm U2 contains 6 rows and n columns 
where n is the number of video sequences. For each sequence a vector V is generated. 

 

u u u1,1 1,2 1,n
u u u u u u1,1 1,2 1,n 2,1 2,2 2,nU1 ; U2
u u u2,1 2,2 2,n

u u u6,1 6,2 6,n

 
 

   
    
    

 
 



 

    



 (10) 

Where  u 0,1i, j : means the belonging of the movement Pj to the class Ci. 

 
if P C then u 1j i i,j

else u 0i,j

 
 

 (11) 

In addition, we impose the following two constraints on each partition 

 
K

i 1

u = 1, j = 1,…,Ni,j

  (12) 

 
N

i 1

u > 0 , i = 1,…,Ki,j

  (13) 

With K is equal to 2 for the first algorithm and 6 for the second. The first specifies that any 
sample movement must belong to one and only one class of the partition, while the second 
specifies that a class must have at least one sample of movement. 

5. Classification results 

The KTH human action database is the largest database available. Each video contains a 

single action. The database contains six types of human movements (walking, jogging, 

running, boxing, hand waving and hand clapping). These movements are performed several 

times by 25 persons in different scenarios, in external or internal environment. The database 

contains a total of 600 long sequences, that can be divided to more than 10 short sequences 

of  4 seconds each one. 

To test the results of our approach for the recognition task, we used 25% of samples from the 
video database for the learning task. The 75% remaining video samples are used in the 
validation task of the performance of the method developed. Figure 10 shows the confusion 
matrix of classification results for the KTH database. 

The confusion matrix in Figure 10 shows the performance obtained for the KTH human 
action database. Indeed, 450 samples were used to obtain these results (75 for each class). 
Each column of the matrix represents the accuracy of a class estimated, while each row 
represents the accuracy of a real class. 
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Fig. 10. Confusion matrix for KTH human action database 

The best accuracy is obtained for running action while boxing action has the lowest 
accuracy. The overall recognition rate of our approach exceeds 95%. 

The developed approach leads to interesting results compared to other algorithms for 
human action recognition. All these methods use STIPs to characterize movements without 
tracking algorithms or background segmentation. Our approach is also comparable to 
methods based on tracking or segmentation. In Table 4, we illustrate the classification of 
different approaches according to their accuracy. 

 

Method Year Accuracy 

Our Method 2011 95,17 % 

Xunshi et al. 2010 90,30 % 

Ikizler et al. 2009 89,40 % 

Niebles et al. 2008 83,33 % 

Dollár et al. 2005 81,17 % 

Table 4.  Classification of different approaches according to their accuracy 

6. Conclusion  

In this chapter we presented the approach developed for the human action recognition 

using spatiotemporal interest points STIPs. The STIPs were detected by the application of 

Laptev STIPs detector. Our classification approach is based on a parameter vector deduced 

from different studies. The first concerns STIPs number in 100 frames, the second studies the 

evolution of this number in each frame of the sequence while the third classifies the STIPs in 

spatiotemporal boxes associated to different parts of the body. For classification we used the 

k-means classifier. The approach developed has leaded to good performances compared to 

the well known methods for human action recognition. 

As we have only considered K-means as the classification algorithm, we are actually 
implementing SVM and pLDA algorithms and we plane to make a comparative study 

www.intechopen.com



 
Non-Rigid Objects Recognition: Automatic Human Action Recognition in Video Sequences 

 

169 

between them. Additionally, other metrics will be used to evaluate the methods 
performances such as Precision, Recall, True Negative Rate (TNR) etc.  
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