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1. Introduction  

The electric power industry is under deregulation in response to changes in the law, 
technology, market and competition. The aim of deregulation is to optimize the system 
welfare by introducing competitive environment, mainly among the power producers. 
Developing fair and transparent power flow and loss allocation method has been an active 
topic of research, with many transactions taking place at any time.  

In the last decades, several power flow tracing algorithms have been proposed in literature 

mainly from physical flow approach (Bialek & Tam, 1996; Wu et al., 2000; Sulaiman et al., 

2008; Pantos et al., 2005) and circuit theory approach (Teng, 2005; Wen-Chen et al., 2004; 

Mustafa et al., 2008a; Lo & Alturki, 2006). The concept of proportional sharing principle has 

been proposed by (Bialek & Tam, 1996). This approach has a drawback in handling the 

transmission losses by introducing fictitious nodes on every lossy branch which will causes 

the expansion of distribution matrix. The graph method was proposed by (Wu et al., 2000) 

where the method is basically using the searching technique of the paths and routes from a 

particular generator to a particular load. The adaptation of the methods from (Bialek & Tam, 

1996) and (Wu et al., 2000) has been proposed in (Sulaiman et al., 2008) for tracing the power 

and loss in deregulated power system. However, the main disadvantage of this approach is 

it cannot be applied for the circular power flow system. Modification of (Bialek & Tam, 

1996) has been done in (Pantos et al., 2005) to trace the real and reactive power by 

introducing decoupled power flow to overcome the lossy system problem. This method 

introduces equivalent model of a line for reactive power tracing. The effects of line charging 

to original generators and loads are integrated. Nevertheless, the actual power contribution 

from generators to loads has been ignored.    

The uses of circuit theory in power tracing have been introduced in (Teng, 2005; Wen-Chen 
et al., 2004; Mustafa et al., 2008a; Lo & Alturki, 2006). In (Teng, 2005), a method that applies 
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superposition theorem to trace the power flow and loss in deregulated system has been 
proposed. The integration of Y-bus matrix with the equivalent impedance of load bus is 
performed before this integration matrix is inversed into Z-bus matrix. Then, the 
superposition theorem is applied so that the current injection can be allocated to individual 
generators. The method that uses basic circuit theory and partitioning the Y-bus matrix to 
decompose the voltage of load buses as function of the generators’ voltage has been 
proposed in (Wen-Chen et al., 2004). This partitioning technique also has been extended in 
(Mustafa et al., 2008; Lo & Altuki, 2006). The method from (Wen-Chen et al., 2004) is re-
evaluated to represent each load current as function of generators’ current and load voltages 
named as modified nodal equations (MNE) (Mustafa et al., 2008a). However, there are some 
conditions where the tracing at certain lines or loads could be greater than the power 
produced by its generation. In (Lo & Alturki, 2006), partitioned Y-bus is applied to design a 
voltage participation index (VPI) together with the concept of current adjustment factors 
(CAF) for the reactive power tracing algorithm. CAF is the transformation of complex 
matrix coefficients for adjustment of non-linearity of the network due to real and imaginary 
factor interactions. The problem of CAF is it will be very complex if implemented for large 
system.  

In related work based on machine learning, an application of Artificial Neural Network 
(ANN) into reactive power tracing has been proposed in (Mustafa et al., 2008b). The MNE 
technique has been utilized as a teacher to train the ANN model. However, ANN is time 
consuming in the training process. The hybrid of Genetic Algorithm (GA) and Least Squares 
Support Vector Machine (LS-SVM) to trace the transmission loss has been proposed in 
(Mustafa e al., 2011). The improvement from (Bialek & Tam, 1996) has been done in tracing 
the transmission losses. It then is used as a teacher to train the GA-SVM model. However, 
same with (Bialek & Tam, 1996; Wu et al., 2000; Sulaiman et al., 2008), the technique cannot 
handle the system with circular or loop flow. 

This paper basically proposes the same hybrid technique as proposed in (Mustafa e al., 
2011), where the GA-SVM is utilized to trace the real and reactive power from individual 
generators to loads simultaneously. GA is utilized as an optimizer to find the optimal values 
of LS-SVM hyper-parameters which are embedded in LS-SVM model. The supervised 
learning paradigm is used to train the LS-SVM model where the Superposition method 
(Teng, 2005) is utilized as a teacher. Based on converged load flow and followed by 
superposition method for power tracing procedure, the description of input and output of 
the training data are created. The GA-SVM model will learn to identify which generators are 
supplying to which loads in term of real and reactive power in concurrently. In this paper, 
IEEE 14 bus system is used to illustrate the effectiveness of proposed method compared to 
that of the superposition method.      

2. Superposition method as a teacher 

Superposition method was proposed by (Teng, 2005) where it is based on basic circuit 
theories including KCL, KVL and superposition law. Same with other tracing methods, this 
method also requires obtaining the solved load flow prior the tracing can be applied. After 
converged power flow solution, the power tracing is started by obtaining the contribution of 
voltages and currents which are using the superposition law concept, equivalent impedance 
and equivalent current injection. Generators in the system are treated as equivalent current 
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injection which injects the currents into the system by using the following expressions 
(Teng, 2005):   

 ( ), , ,n G n G n GS P jQ= +  (1) 
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where n is number of generator, Vn,G is the generator bus voltage, Pn,G is the real power and 
Qn,G is the reactive power for the generator bus. 

For a load bus i, the corresponding equivalent impedance, Zi,L can be obtained using the 
following expression: 
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where Vi,L, Ii,L and Si,L = [Pi,L-j(Qi,L-Qc)] are the voltage, current and apparent power of load 
bus i including the effect of injected MVAR that obtained from the converged load flow 
solution respectively. The equivalent impedance for each load now is integrated into Y-bus 
matrix where the vector of bus voltages, VBUS can be obtained as follows: 

 VBUS=ZMATRIXIG (4) 

where IG and ZMATRIX are the bus current injection vector and impedance matrix including 
the effects of the equivalent impedance, respectively. 

By using the superposition law, the voltage contribution of each generator to each bus can 
be obtained as follows: 
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where the effect of each current injection into the system is taken one by one. From (5), 

voltage at bus i contributed by generator bus n (∆vin) and the voltage of bus i contributed by 

all generator buses can be written as follow: 
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The next step is tracing the current in the system. By referring to Fig. 1, the line current from 
bus i to bus j, ∆iijn and from bus j to bus i, ∆ijin which are corresponding to the voltage 
contribution of generator bus n, can be obtained using the following equations: 

   ( ) ( ) ( )* / 2 *n n n n
ij i j ij ij ii v v g jb jc vΔ = Δ − Δ + + Δ  (8) 

   ( ) ( ) ( )* / 2 *n n n n
ji i i ij ij ji v v g jb jc vΔ = Δ − Δ + + Δ  (9) 

where (gij + jbij) is the line admittance from bus i to j and c/2 is the line charging susceptance. 

 

Fig. 1. π-model of transmission line 

By referring to (Teng, 2005), the bus voltage can be considered as the force or pressure, 
which is pushing the current contributed by different generators through the line. Therefore, 
with a proper manipulation, the power flow contributed by the generator bus n and total 
power flow can be calculated as follow:   

  ( )( ) ( )
* *1

1 ... ... GNn n n n
ij i ij i ijis v v v i V iΔ = Δ + + Δ + + Δ Δ = Δ  (10) 
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where ∆sijn is the line power flow produced by generator bus n from bus i to bus j. 

To obtain the contribution of individual generator to loads, the same procedure is applied. 
The current injection from generator n into load bus i, ∆ii,Ln and the total current injection, Ii,L 
can be calculated as follow: 
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Since the voltage and current contributions of individual generator have been identified, the 
power of load bus i contributed by generator bus n, ∆si,Ln and the total power of load bus, Si,L 
can be accounted as follow: 

 ( )
*

, ,
n n
i L i i Ls V iΔ = Δ  (14) 
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i L i L
n

S s
=

= Δ  (15) 

Vector ∆si,Ln is used as a target in the training process of proposed hybrid GA-SVM 
technique. 

3. Function estimation using LS-SVM  

Support vector machine (SVM) is known as a powerful methodology for solving problems 

in nonlinear classification, function estimation and density estimation. SVM has been 

introduced within the context of statistical learning theory and structural risk minimization. 

Least squares support vector machine (LS-SVM) is reformulations from standard SVM 

(Vapnik, 1995) which lead to solving linear Karush-Kuhn-Tucker (KKT) systems. LS-SVM is 

closely related to regularization networks and Gaussian processes but additionally 

emphasizes and exploits primal-dual interpretations (Espinoza et al., 2006).   

In LS-SVM function estimation, the standard framework is based on a primal-dual 

formulation. Given N dataset{ }
1

,
N

i i i
x y

=
, the goal is to estimate a model of the form:  

 ( ) ( )T
iy x w x b eϕ= + +  (16) 

where ,nx R y R∈ ∈ and (.) : hnnR Rϕ → is a mapping to a high dimensional feature space. 

The following optimization problem is formulated (Suykens et al., 2002): 
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such that ( )T
i i iy w x b eϕ= + + , i=1,…,N. 

With the application of Mercer’s theorem (Vapnik, 1995) for the kernel matrix Ω as 

( ), ( ) ( ),T
ij i j i jK x x x xϕ ϕΩ = =  i, j=1,..,N, it is not required to compute explicitly the nonlinear 

mapping φ(.) as this is done implicitly through the use of positive definite kernel functions K 

(Espinoza et al., 2006). From the Lagrange function (Suykens et al., 2002): 
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where ǃi are Lagrange multipliers. Differentiating (18) with w, b, ei and ǃi, the conditions for 
optimality can be described as follow (Suykens et al., 2002): 
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By elimination of w and ei, the following linear system is obtained (Suykens et al., 2002): 
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with y =[y1,…,yN]T, ǃ=[ ǃ 1,…, ǃ N]T. The resulting LS-SVM model in dual space becomes: 

 ( )
1

( ) ,
N

i i
i

y x K x x bβ
=

= +  (21) 

Usually, the training of the LS-SVM model involves an optimal selection of kernel 
parameters and regularization parameter. For this paper, the RBF Kernel is used which is 
expressed as: 
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−
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=  (22) 

Note that σ2 is a parameter associated with RBF function which has to be tuned. There is no 
doubt that the efficient performance of LS-SVM model involves an optimal selection of 
kernel parameter, σ2 and regularization parameter, Ǆ. In (Espinoza et al., 2007), these 
parameters selection are tuned via cross-validation technique. Even though this technique 
seemed to be simple, the forecasting performance by using this technique is at average 
accuracy (Lean et al., 2009). Thus by using GA as an optimizer, a more accurate result is 
expected. In addition, GA is known as a powerful stochastic search and optimization 
technique. The hybridization of GA and LS-SVM should gives better accuracy and good 
generalization, especially in real and reactive power tracing problem. 

4. Genetic algorithm 

Genetic Algorithm (GA) is known as a subset of evolutionary algorithms that model 
biological processes which is influenced by the environmental factor to solve various 
numerical optimization problems. GA allows a population composed of many individuals 
or called chromosomes to evolve under specified rules to a state that maximizes the fitness 
or minimizes the cost functions. Traditionally, GA is utilizing binary numbers as a 
representation, but the using of floating and real numbers as representation are becoming 
popular lately. This paper will focuses on the technique that using floating numbers which 
has been developed by (R. L & S. A. Haupt, 1998).  

www.intechopen.com



Hybrid Genetic Algorithm-Support Vector 
Machine Technique for Power Tracing in Deregulated Power Systems 

 

153 

If the chromosome has Npar parameters (an N-dimensional optimization problem) given by 
p1, p2, …, pNpar, then the single chromosome is written as an array with 1 x Npar  elements as 
follows: 

 1 2 3[ , , ,....., ]Nparchromosome p p p p=  (23) 

GA does not work with a single string but with a population of strings, which evolves 
iteratively by generating new individuals taking the place of their parents. Normally, the 
initial population is generated at random. The performance of each string is evaluated 
according to its fitness. Fitness is used to provide a measure of how individuals have 
performed in the problem domain. The choice of objective and fitness function is proposed 
in the next section.  

With an initial population of individuals and evaluated through its fitness, the operators of 
GA begin to generate a new and improved population from the old one. A simple GA 
consists of three basic operations: selection, crossover and mutation. Selection determines 
which individuals are chosen for crossover and a process in which individual chromosomes 
are copied according to their fitness. Parents are selected according to their fitness 
performance and this can be done through several methods. For this paper, roulette wheel 
selection method is used (Goldberg, 1989).   

Crossover is a process after the parents chromosomes are selected from roulette wheel 
method. It is a process that each individual will exchange information to create new 
structure of chromosome called offspring. It begins by randomly selecting a parameter in 
the first pair of parents to be crossover at point: 

 { }parround random Nα = ∗  (24) 

Let 

 1 1[ ,.., ,..., ]m m mNparparent p p pα=  (25) 

 2 1[ ,..., ,..., ]d d dNparparent p p pα=  (26) 

where m and d subscripts discriminate between the mom and dad parent. Then the selected 
parameters are combined to form new parameters that will appear in the offspring, as 
follow: 

 1 [ ]new m m dp p p pα α αβ= − −  (27) 

 2 [ ]new d m dp p p pα α αβ= + −  (28) 

where ǃ is also a random value between 0 and 1. In this paper, small modification of 

extrapolation and crossover methods which has been proposed in (R. L & S. A. Haupt, 

1998) was done in equations (29) and (30) to obtain the offsprings, as follow (Sulaiman et 

al., 2010): 

 1 1 1[ ,..., ,..., ]m new mNparoffspring p p p=  (29) 
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 2 1 2[ ,..., ,..., ]d new dNparoffspring p p p=  (30) 

Although selection and crossover are applied to chromosome in each generation to obtain a 
new set for better solutions, occasionally they may become overzealous and lose some 
useful information. To protect these irrecoverable loss or premature convergence occur, 
mutation is applied. Mutation is random alteration of parameters with small probability 
called probability of mutation (0-10%). Multiplying the mutation rate by the total number of 
parameters gives the number of parameters that should be mutated. Next, random numbers 
are chosen to select of the row and columns of the parameters to be mutated. A mutated 
parameter is replaced by a new random parameter.  

5. GA-SVM for power tracing  

In LS-SVM function estimation, the standard framework is based on a primal-dual 

formulation as explained in section 3. Usually, the training of the LS-SVM model involves 

an optimal selection of kernel parameters and regularization parameter. In order to find the 

optimal value of regularization parameter, Ǆ and Kernel RBF parameter, σ2, the hybrid 

genetic algorithm (GA) with LS-SVM is proposed. Each chromosome consists of two 

parameters representing Ǆ and σ2 in continuous floating numbers that generated randomly. 

Then each variable are concatenated to construct multivariable string. Fig. 2 shows the 

example of the chromosome which is can be said as the candidate for solution; for this case 

is Ǆ and σ2. The main objective is to find the best combination of these two variables that will 

produces good generalization of LS-SVM model. The evaluation process is done by using 

these values in LS-SVM model for training and testing to obtain the mean squares error 

(MSE) between the output and the target that have been created. The objective function is 

the value of MSE to be minimized, H as follows:  

 ( )minH MSE=  (31) 

After evaluating each chromosome, the objective function in equation (31) is transformed 
and normalized to a fitness scheme to be maximized as follows: 

 
1

1
f

H
=

+
 (32) 

The GA properties to find the optimal Ǆ and σ2 are as follow:  

• Selection: roulette wheel 

• Crossover probability = 0.9 

• Mutation probability = 0.1 

• Population = 20 

• Maximum iteration = 30 

The proposed tracing method is elaborated by designing an appropriate GA-SVM model 

using LS-SVMlab Toolbox (Pelkmans et al., 2002) for the modified IEEE 14-bus system as 

shown in Fig. 3. This system consists of 14 buses and 20 transmission lines. The modification 

has been made for this test system. Initially, the synchronous condenser at bus 3, 4 and 5 are 

only supporting the reactive power supply for the system. For this case, these synchronous 
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condensers are treated and work as normal generators to alleviate the real power support at 

generator bus 1. In addition, the modification is made to see the performance of design GA-

SVM model for the system with more than two generators. The input samples for training is 

assembled using daily load curve and performing load flow analysis for every hour of load 

demand using MATPOWER software package (Zimmerman et al., 2011). Daily load curves 

for every bus for real and reactive power are shown in Figs. 4 and 5 respectively. Input data 

and target data for real and reactive power allocation problem for GA-SVM model are 

tabulated in Table 1.  The flow of GA-SVM is depicted in Fig. 6. 

 

 

Fig. 2. Chromosome for solution 

 

 

Fig. 3. Modified IEEE-14 bus system 
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Fig. 4. Daily load curve for real power 

 

Fig. 5. Daily load curve for reactive power 

 

Input and 
Output 

Description 

I1 to I11 Real load demand (Pd2, Pd3, Pd4, Pd6, Pd7,Pd9, Pd10, Pd11, Pd12, Pd13, Pd14) 

I12 to I22 
Reactive load demand (Qd2, Qd3, Qd4, Qd6, Qd7,Qd9, Qd10, Qd11, Qd12, Qd13, 

Qd14) 

I23 to I26 Scheduled real power generation (PG2 to PG5) 

O1 to O140 5     generators' contributions to all buses 

Table 1. Description of inputs and outputs of the GA-SVM model 
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Fig. 6. Flow of proposed GA-SVM 
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6. Results and discussion 

6.1 Training, validation and testing processes 

After the input and target of training data have been created, the next step is to divide the 

data (D and T) up to training, validation and testing subsets. In this case, one week of load 

profiles data is used for these processes. 48 samples of data (Monday and Sunday) are used 

for the training, 72 samples (Tuesday, Wednesday and Saturday) for validation and 48 

samples (Thursday and Friday) for testing out of one week (168 hours).    

The values of regularization parameter, Ǆ and RBF Kernel, σ2 are decided through the hybrid 

GA-SVM model that has been discussed previously. From the simulation of GA-SVM 

model, the final value Ǆ of is set to 913.7632 and σ2 is set to 9.9813 yields reasonable accuracy 

of the output of the predictive model that has been designed. The mean square error (MSE) 

for validation is 3.8322 x 10-5 and for validation is 5.3981 x 10-5 which shows that the 

estimation process by GA-SVM model is successful. The mean squares error (MSE) versus 

iteration for GA-SVM model is shown in Fig. 7.  

 

Fig. 7. MSE versus Iteration 

6.2 Pre-testing 

Once the GA-SVM model has been trained in MATLAB based, the pre-testing process is 

done where the entire sample of data is used to simulate the model. The obtained result 

from the trained model then is evaluated with the linear regression analysis. The regression 

analysis that refers to Generator 2 to real load bus 10 is shown in Fig. 8. The correlation 

coefficient, (R) for this particular real power allocation is equal to one indicates the perfect 

correlation between trained GA-SVM with Superposition method results. The MSE value for 

pre-testing is 4.5401 x 10-5.  
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Fig. 8. Regression analysis between hybrid GA-SVM output and corresponding target 

6.3 Simulation 

The case scenario is that real and reactive power at each load is assumed to increase by 10% 

from hours 1 to 12 and 20 to 24; and to decrease 15% from hours 13 to 19 from the nominal 

trained pattern. This also assumed that all generators increase and decrease their production 

proportionally according to the variation of demands. This simulation aims to observe the 

effect of increment and decrement of the schedule in load demands. Figs. 9 and 10 show the 

results of generators‘ shares at load bus 2 for real and reactive power respectively within 24 

hours. The GA-SVM output is indicated by solid lines while the Superposition method is 

indicated by the points ‘o’. From this result, it can be observed that the GA-SVM model can 

allocates the power flow from individual generators to loads with the same pattern of 

Superposition method’s output.  

Contributions of real and reactive power from individual generators to loads on hours 14 

out of 24 hours using proposed GA-SVM model and Superposition method are tabulated in 

Tables 2 and 3 respectively. The results obtained by GA-SVM are compared well with the 

results from Superposition method. The largest discrepency between generators‘ share of 

real and reactive power allocation using GA-SVM and Superposition method are 0.0232 MW 

at load bus 3 for generator 1 and 0.0187 MVar at load bus 3 for generator 3 respectively. It 

can be seen that the results obtained utilizing GA-SVM was in conformity with the actual 

load demand from load flow study although there were small variations in the predicted 

results. However, the prediction of GA-SVM model was successful since it ables to allocate 

the ouput of power allocation for new input data with more that 99% accuracy.    
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Fig. 9. Real power flow allocation from individual generators to load bus 2 within 24 hours 
using GA-SVM and Superposition method 

 

 

Fig. 10. Reactive power flow allocation from individual generators to load bus 2 within 24 
hours using GA-SVM and Superposition method 
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Bus\Gen 
 

G1 G2 G3 G4 G5 Total From loadflow 

P Q P Q P Q P Q P Q P Q P Q 

1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

2 32.9 -7.1 8.9 11.8 0.7 11.0 -0.7 6.3 0.4 4.1 42.3 26.2 42.3 26.2 

3 78.9 -18.5 21.4 27.7 12.0 34.4 -0.4 16.4 2.0 10.6 113.9 70.6 113.9 70.6 

4 9.2 -2.0 2.3 3.2 0.4 3.2 1.2 2.7 0.5 1.3 13.5 8.4 13.5 8.4 

5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

6 42.6 -9.9 11.2 14.9 2.3 15.2 0.2 9.4 1.5 6.2 57.8 35.8 57.8 35.8 

7 22.8 -5.2 5.8 7.9 0.9 7.8 0.1 5.1 0.6 3.2 30.2 18.7 30.2 18.7 

8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

9 24.9 -5.4 6.3 8.7 1.1 8.8 1.3 5.9 2.1 4.0 35.7 22.1 35.7 22.1 

10 8.4 -1.8 2.1 2.9 0.4 3.0 0.6 2.1 0.6 1.3 12.1 7.5 12.1 7.5 

11 8.3 -1.8 2.1 2.9 0.3 2.9 0.8 2.2 0.5 1.3 12.1 7.5 12.1 7.5 

12 8.2 -1.8 2.1 2.9 0.3 2.9 1.0 2.4 0.4 1.2 12.1 7.5 12.1 7.5 

13 8.2 -1.8 2.1 2.9 0.3 2.9 1.0 2.3 0.5 1.2 12.1 7.5 12.1 7.5 

14 12.4 -2.7 3.2 4.4 0.5 4.4 1.0 3.2 0.9 1.9 18.0 11.2 18.0 11.2 

Table 2. Analysis of generators’ contributions to loads on hours 14 using GA-SVM in MW 
and Mvar 

 

Bus\ 
Gen 

G1 G2 G3 G4 G5 Total 
From load 

flow 

P Q P Q P Q P Q P Q P Q P Q 

1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

2 32.9 -7.1 8.9 11.8 0.7 11.0 -0.7 6.3 0.4 4.1 42.3 26.2 42.3 26.2 

3 78.9 -18.5 21.4 27.7 12.0 34.4 -0.4 16.4 2.0 10.6 113.9 70.6 113.9 70.6 

4 9.2 -2.0 2.3 3.2 0.4 3.2 1.2 2.7 0.5 1.3 13.5 8.4 13.5 8.4 

5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

6 42.6 -9.8 11.1 14.9 2.3 15.2 0.2 9.4 1.5 6.2 57.8 35.8 57.8 35.8 

7 22.7 -5.2 5.8 7.9 0.9 7.8 0.1 5.1 0.6 3.1 30.2 18.7 30.2 18.7 

8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

9 24.9 -5.4 6.3 8.7 1.1 8.8 1.3 5.9 2.1 4.0 35.7 22.1 35.7 22.1 

10 8.4 -1.8 2.1 2.9 0.4 3.0 0.6 2.1 0.6 1.3 12.1 7.5 12.1 7.5 

11 8.3 -1.8 2.1 2.9 0.3 2.9 0.8 2.2 0.5 1.3 12.1 7.5 12.1 7.5 

12 8.2 -1.8 2.1 2.9 0.3 2.9 1.0 2.4 0.4 1.2 12.1 7.5 12.1 7.5 

13 8.2 -1.8 2.1 2.9 0.3 2.9 1.0 2.3 0.5 1.2 12.1 7.5 12.1 7.5 

14 12.4 -2.7 3.2 4.4 0.5 4.4 1.0 3.2 0.9 1.9 18.0 11.2 18.0 11.2 

Table 3. Analysis of generators’ contributions to loads on hours 14 using Superposition 
method in MW and MVar 
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In addition, the GA-SVM model computes the results within 750 ms whereas the 
Superpostion method took about 15 seconds to calculate the same real and rective power 
allocation in this simulation process. It would be worth to highlight that better computation 
time is crucial to improve the online application. For that, the GA-SVM provides the results 
in a faster manner with good accuracy.  

7. Conclusion  

The effectiveness of GA in determining the optimal values of hyper-parameters of LS-SVM 

to solve power tracing problem has been discussed in this paper. The developed hybrid GA-

SVM adopts real and reactive power tracing output determined by Superposition method as 

an estimator to train the model. The results show that GA-SVM gives good accuracy in 

predicting the generators’ output and compared well with Superposition method and load 

flow study. It is worth to highlight the proposed GA-SVM possesses the following feature: 

• The proposed method adopted Superposition method which based on well-known 

circuit theories as a teacher in training, validating and testing processes. 

• Power contributed by each generator may have positive and negative values indicate 

the direction of the power at load. 

• Since the Superposition method is used as a teacher, the tracing method can be utilized 

in circular or loop flow system. 

• The integration of GA and LS-SVM is straight forward and simple by utilizing the 

toolbox. 

• The proposed method provides the results in a faster manner with good accuracy.  

The proposed hybrid method can be utilized as generation forecasting management since 

the power produced by each generator has been traced and identified. Thus the 

transmission congestion problem can be easily avoided by proper generation scheduling 

which can be proposed and studied in the future works. 
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