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1. Introduction

Based on the work from the IEEE Working Group 802.16 and ETSI HiperMAN Working

Group, the WiMAX (Worldwide Interoperability for Microwave Access) technology

is defined by the WiMAX Forum to support fixed and mobile broadband wireless

access. In the standard (IEEE 802.16 standard, 2009), it defines several air interface

variants, including WirelessMAN-SC, WirelessMAN-OFDM, WirelessMAN-OFDMA and

WirelessMAN-HUMAN. WiMAX networks can be operated in two different modes: point to

multi-point (PMP) mode and mesh mode. Under the PMP mode, all traffics from subscriber

stations (SSs) are controlled by the base station. Mesh mode is a distributed architecture where

traffics are allowed to route not only between SSs and the base station but also between SSs.

In this chapter, we focus on the WirelessMAN-SC air interface operating in the PMP mode.

In WiMAX networks, quality of service (QoS) is provided through five different services

classes in the MAC layer (Andrews et al., 2007):

1. Unsolicited grant service (UGS) is designed for real-time applications with constant data

rate. These applications always have stringent delay requirement, such as T1/E1.

2. Real-time polling service (rtPS) is designed for real-time applications with variable data

rate. These applications have less stringent delay requirement, such as MPEG and VoIP

without silence suppression.

3. Extended real-time polling service (ertPS) builds on the efficiency of both UGS and rtPS.

It is designed for the applications with variable data rate such as VoIP with silence

suppression.

4. Non-real-time polling service (nrtPS) is designed to support variable bit rate non-real-time

applications with certain bandwidth guarantee, such as high bandwidth FTP.

5. Best effort service (BE) is designed for best effort applications such as HTTP.

To meet the requirements of different service classes, several bandwidth request mechanisms

have been defined, namely, unsolicited granting, unicast polling, broadcast polling and

piggybacking. In this chapter, we present a performance model for services, such as BE

service, based on the broadcast polling mechanism which is contention based and requires
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the SSs to use the truncated binary exponential backoff (TBEB) algorithm (Kwak et al., 2005)

to resolve contention. There is some previous research work on the contention free and

contention based bandwidth request mechanisms. Delay analysis of contention free unicast

polling request mechanism is proposed in (Iyengar et al., 2005). In (Vinel et al., 2005), average

delay of random access with broadcast polling in saturation IEEE 802.16 networks is studied.

An analytical model of contention based bandwidth request for IEEE 802.16 networks is

proposed in (He et al., 2007), in which bandwidth efficiency and channel access delay are

obtained. In (Vu et al., 2010), the throughput and delay performances of best-effort services in

IEEE 802.16 networks is analysed. Both (He et al., 2007; Vu et al., 2010) consider the saturated

case that each SS always has traffics to send. In (Ni & Hu, 2010), the authors propose a

model for the unsaturated case of the request mechanisms in WiMAX. Fallah et al. propose

a 2-dimensional Markov chain (MC) model to evaluate the average access delay and the

capacity of the contention slots in delivering bandwidth request (Fallah et al., 2008). Fattah

et al. extend (Fallah et al., 2008) to analyze the IEEE 802.16 networks with subchannelization

(Fattah & Alnuweiri, 2009). Chuck et al. also use the 2-dimensional MC model to obtain the

performance of bandwidth utilization and delay (Chuck et al., 2010). However, (Fallah et al.,

2008; Fattah & Alnuweiri, 2009; Chuck et al., 2010) assume that the probability of an SS

sending a request is an input parameter of their models, instead being a function of the backoff

process. Moreover, all existing works only explicitly model mean packet delay, but not the

complete distribution.

This chapter significantly extends our work in (Vu et al., 2010) by proposing a unified model

for the performance of the best-effort service of WiMAX networks. This model can capture

the performances of both unsaturated and saturated cases, and derives the expressions for

network throughput and packet delay distribution, rather than just mean packet delay. Each

SS will be modeled as a M/G/1 queueing system, where the bandwidth request arrival

follows a Poisson process, and the service time is determined by the broadcast polling

mechanism. Since our model explicitly models the broadcast polling mechanism, it provides

a more accurate estimate of the service time of bandwidth request and packet delay than

(Fallah et al., 2008; Fattah & Alnuweiri, 2009; Chuck et al., 2010). The validity of our model

will be evaluated by extensive simulations. Our model can be used by operators to configure

the parameter settings at the MAC layer for performance optimization.

The rest of this chapter is organized as follows. In Section 2, we first briefly introduce the

contention based broadcast polling mechanism. Section 3 proposes fixed point equations to

analyze the system. Section 4 derives the expressions of some performance measures. Section

5 verifies the analytical results by simulations. Section 6 degenerates the unsaturated model

to saturated networks. Finally, Section 7 concludes the chapter.

2. Broadcast polling

We consider an IEEE 802.16 network consisting of N SSs operating in the PMP mode through

WirelessMAN-SC air interface. The SSs access the network through the time division multiple

access technology. The MAC frame structure defined in the IEEE 802.16 standard for TDD in

PMP mode is shown in Fig. 1. Each frame has a duration of ∆ and is divided into uplink and

downlink subframes. At the beginning of a downlink subframe, which has a duration TDL,

there are two important messages called downlink map (DL-Map) and uplink map (UL-Map)

178 Quality of Service and Resource Allocation in WiMAX
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A Unified Performance Model for Best-Effort Services in WiMAX Networks 3

messages. They specify the control information for the downlink and uplink subframes

respectively. In the UL-Map, there is data or information element indicating whether there

are transmission opportunities for bandwidth requests (REQs) and data packets. The uplink

subframe is composed of bandwidth request bursts with duration TRE and data bursts with

duration TDA, respectively. At frame i, when an SS has a data packet to send, it first sends a

bandwidth request for transmitting its data in one of the transmission opportunities within

the request interval of the uplink subframe. Upon receiving the bandwidth requests, the BS

then allocates bandwidth and data slots for data transmission in the uplink data interval of

frame i + 1 based on its scheduler.
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Fig. 1. IEEE 802.16 MAC frame structure with times division duplexing (TDD).

Let us consider a scenario where broadcast polling is used by the BS with m (fixed)

transmission opportunities for bandwidth requests which are referred to as request slots. In

this case, if there is only one request submitted to a request slot, the request is successful.

On the other hand, if there are two or more SSs sending their requests in the same request

slot, collision will happen and TBEB is used to solve this contention problem. Let Wi be the

contention window for backoff state i, and each SS randomly selects a backoff time in the

range [0, Wi − 1]. With TBEB, Wi is given by:

Wi =

{

2iW, 0 ≤ i ≤ r,

2rW, r < i < R,

where r is referred to as the truncation value, W is the initial contention window and R is the

maximum allowable number of attempts. If the request still fails after R attempts, the packet

will be discarded. Then if there are other packets queueing in the buffer, the packet at the head

of the queue will send bandwidth request in the next frame.

In this chapter, the SSs are only allowed to request bandwidth to transmit one packet per

request, and all packets are assumed to have the same length. Let tRE be the length of a request

(or backoff) slot. Furthermore, we assume that the BS always allocates the same amount of

uplink capacity consisting of d ≤ m data slots in every uplink subframe for uplink traffic. Each

data slot is of length T (T ≫ tRE) which is the transmission time of a packet. As the standard

does not define scheduling algorithms for both BS and SSs, we assume here that the BS uplink

scheduler will uniformly allocate bandwidth to SSs whose bandwidth request is successful in

the previous frame. Let j be the number of requests that do not collide. If j < d then in the

next frame there will be (d − j) > 0 unused data slots, which are wasted. However, if j > d

then (j − d) > 0 requests must be declined because there are only d slots available in the next

frame; those (j − d) requests are also considered unsuccessful.

179A Unified Performance Model for Best-Effort Services in WiMAX Networks
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Set _old=1; =0.1;//Initalization

| _old - | <

Set p_old=1; p=0.1; //Initalization

|p_old - p| <

Calculate Bavg, respectively by (2),(3)

Calculate pc, pu respectively by (4),(5)

p_old = p;

Get new value of p by (1)

Calculate the mean service time E[X]

_old = ;

Get new value of = E[X]

End

N

N

Y

Y
Block A

Block B

Fig. 2. An overview of the nested fixed point equations.

3. Fixed point equations

In this section, we will use the fixed-point method (Agarwal et al., 2001) to analyze the

queueing behaviour at an SS. We assume that packets arrive at an SS according to a Poisson

process with rate λ and each SS has an infinite buffer. An SS can therefore be modelled as a

M/G/1 queueing system. We develop two sets of fixed point equations, one nested by the

other, to calculate the failure probability p of an REQ and the offered load to the queue ρ,

respectively. The relationship between these two sets of fixed point equations is illustrated by

the flow chart shown in Fig. 2. The inner set, labelled as Block A, calculates the p for a given ρ.

The outer set includes one more block, labelled as Block B, and calculates ρ which is relevant

to the mean service time of an REQ.

3.1 Failure probability of an REQ

As in (He et al., 2007), a request is regarded as unsuccessful either when the request

experiences collision during transmission (with probability pc) or when the request is

successfully transmitted but the BS could not allocate bandwidth to it due to insufficient data

slots (with probability pu). For simplicity, these two events are assumed to be independent.

Then p can be expressed as

p = 1 − (1 − pc)(1 − pu). (1)
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Based on TBEB, we can derive the average number of backoff slots Bavg an SS has to wait

before sending requests as

Bavg =
m

2
+ η

r−1

∑
i=0

pi(
2iW − 1

2
) + η(

2rW − 1

2
)

R−1

∑
i=r

pi, (2)

where η = (1 − p)(1 − pR)−1, and (1 − pR) is a normalization factor.

Knowing Bavg, the probability that an SS attempts to send the requests in a slot can be written

as

τ = ρ/(Bavg + 1), (3)

where ρ = λE[X] and E[X] is the average REQ service time, which will be derived in next

subsection.

Given that there are N SSs in the system, the probability pc can be expressed as

pc = 1 − (1 − τ)N−1. (4)

Let ξ be the probability that a collision-free request is made in a given slot, given that there

are N SSs, each attempting to send requests with probability τ. Under the assumption that

requests are independent, we have

ξ = Nτ(1 − τ)N−1.

The probability that there are j collision-free requests among m request slots, 0 ≤ j ≤ n =
min(m, N), is then given by a truncated binomial distribution

Q(j) =
(m

j )ξ
j(1 − ξ)m−j

n

∑
i=0

(

m

i

)

ξ i(1 − ξ)m−i

.

The probability that a collision-free request is unsuccessful due to lack of bandwidth in the

subsequent frame can be expressed as

pu =
∑

n
j=d+1(j − d)Q(j)

∑
n
j=0 jQ(j)

. (5)

Equations (1) to (5) form the inner set of fixed point formulations for p. As shown in Block A of

Fig. 2, for a given ρ, p can be obtained by repeatedly solving these equations until p converges.

The resultant p obtained is subsequently used in the outer set of fixed point equations evolving

around the traffic load of an SS, ρ. In the following, we will develop the outer set of fixed point

equations for ρ.

3.2 Mean service time of an REQ

This subsection presents the details of Block B of Fig. 2, which calculates the mean service

time of REQs.
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Fig. 3. The service time of an REQ when (a) its packet arrives at an empty queue, (b) its
packet arrives at a non-empty queue

Referring to Fig. 3, the definition of REQ’s service time depends on whether the queue is

empty or not upon the arrival of a new packet at an SS. We specify below separately these two

cases:

1. S0: The queue is empty (with probability 1 − ρ, Fig. 3(a)). If a packet arrives at an empty

queue, its REQ’s service time will include the time period from its arrival until the start of the

request interval where the backoff of the first attempt is initiated, and its backoff process from

the beginning of the first request interval until the beginning of the request interval prior to

which a successful request or the Rth request attempt is made.

2. S1: The queue is non-empty (with probability ρ, Fig. 3(b)). If a packet arrivals at a

non-empty queue, it will be placed in the buffer until it becomes the head-of-the-line (HOL)

packet. The REQ service time of this packet is defined as the time duration from the beginning

of the request interval where the backoff of the first attempt is initiated until the beginning of

the request interval prior to which a successful request or the Rth request attempt is made.

Consider case S0, let G be a random variable representing the time period from packet’s

arrival until the start of the request interval where the backoff of the first request for that

packet is initiated. The cumulative distribution function of G is written as

FG(g) =

{

e−λ∆(eλg−1)
1−e−λ∆ 0 ≤ g ≤ ∆,

1 g ≥ ∆.
(6)
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The probability density function (pdf) of G is written as

fG(g) =

{

λeλg

eλ∆−1
0 ≤ g ≤ ∆,

0 g > ∆.

Based on (6), the average of G can be obtained as

E[G] =
∆

1 − e−λ∆
−

1

λ
, (7)

where E[·] is the average operator. And, we can obtain the Laplace-Stieltjes transform of fG(g)

LG(s) =
λ(e−s∆ − e−λ∆)

(λ − s)(1 − e−λ∆)
.

Next, we need to analyze the collision resolution process by TBEB. Let H(i), 0 ≤ i < R, be

a discrete random variable representing the number of backoff frames incurred by the ith

attempt of an REQ. Since the backoff period is uniformly chosen from [0, Wi − 1] in the ith

attempt, the probability mass function (pmf) of H(i) is given by

H(i) =

{

j w.p. m/Wi, j = 1, 2, . . . , Ai − 1

Ai w.p. 1 −
(Ai−1)m

Wi

where w.p. stands for “with probability” and Ai = ⌈Wi/m⌉, which is the smallest integer

greater than or equal to Wi/m. Hence, the average number of backoff frames incurred by the

ith attempt of an REQ can be expressed as

E[H(i)] = Ai − Ai(Ai − 1)
m

2Wi
i = 0, 1, . . . , R − 1.

Then, the Laplace-Stieltjes transform of H(i) can be obtained as follows

LH(i)(s) =
Ai−1

∑
j=1

m

Wi
e−js + (1 −

(Ai − 1)m

Wi
)e−Ais. (8)

Let Y(i), 0 ≤ i < R, be a discrete random variable representing the accumulated backoff time

that an SS has spent from backoff state 0 to backoff state i,

Y(i) =
i

∑
j=0

H(j)∆.

So, the Laplace-Stieltjes transform of Y(i) can be given as

LY(i)(s) =
i

∏
j=0

LH(j)(∆s). (9)

183A Unified Performance Model for Best-Effort Services in WiMAX Networks
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Therefore, the accumulated backoff time Y for an arbitrary REQ is given as

Y =

{

Y(i) w.p. (1 − p)pi, i = 0, 1, . . . , R − 2

Y(R−1) w.p. pR−1.
(10)

From (10), the pdf of Y, denoted by fY(y), can be obtained, and E[Y] can be written as

E[Y] = (1 − p)
R−2

∑
i=0

piE[Y(i)] + pR−1E[Y(R−1)], (11)

where

E[Y(i)] = ∆
i

∑
j=0

E[H(j)].

And the Laplace-Stieltjes transform of Y can be written as

LY(s) =
R−2

∑
i=0

(1 − p)piLY(i)(s) + pR−1LY(R−1)(s). (12)

Note that LG(s),LH(i)(s),LY(i)(s)andLY(s) will be used in Section 4.2 where the distribution

of packet delay is derived.

At the instant of packet arrival, the queue at the SS may be in one of two cases: S0 or S1.

For case S0, the service time of an REQ is X0 = G + Y, noting that G and Y are independent,

so the pdf of X0 can be written as

fX0
(x) =

∫ ∞

−∞
fG(x − y) fY(y)dy.

So, E[X0] = E[G] + E[Y], and the Laplace-Stieltjes transform of X0 can be written as

LX0(s) = LG(s)LY(s). (13)

For case S1, the service time of an REQ is X1 = Y, and the Laplace-Stieltjes transform of X1 is

therefore given by that of Y.

Thus the service time of an REQ is given by

X =

{

X0 w.p. 1 − ρ

Y w.p. ρ
(14)

and the mean service time can be written as

E[X] = (1 − ρ)(E[G] + E[Y]) + ρE[Y]

= E[Y] + (1 − ρ)E[G]. (15)

Hence, the outer set of fixed point equations is completed by updating ρ as in Fig. 2.

184 Quality of Service and Resource Allocation in WiMAX
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4. Performance metrics

4.1 Throughput

Recall that a packet is discarded after its request has failed R attempts, the throughput of each

SS is given by λ(1 − pR). Since the network provides a capacity of d data slots in each frame

with duration ∆, the normalized network throughput Γ is thus given by

Γ =
Nλ(1 − pR)

d/∆
. (16)

4.2 Distribution of packet delay

Recall that X is a random variable representing the service time experienced by an REQ,

irrespective whether the REQ will be successful or unsuccessful. Let us define a related

random variable X′, which represents the service time experienced by a successful REQ. In

addition, referring to Fig. 3, we define another random variable V which represents the time

from the beginning of a data subframe to the end of a packet transmission. Hence, for a

successful REQ, the corresponding packet delay D(t) is comprised of the waiting time of the

REQ in the queue Wq(t), X′ of the REQ, TRE and V, which can be written as

D(t) = Wq(t) + X′ + TRE + V. (17)

So, the Laplace-Stieltjes transform of D(t) can be written as

LD(s) = LWq
(s)LX′ (s)LV(s)e

−sTRE . (18)

To calculate LD(s), we first need to derive LWq
(s). In (Welch, 1964), the waiting time

distribution has been derived for the generalized M/G/1 queueing process. Hence, we can

apply this result for our model. The waiting time distribution for our model can be rewritten

as

LWq
(s) =

(1 − λE[Y]){λ[LX0(s)−LY(s)]− s}

[1 − λ(E[Y]− E[X0])][λ − s − λLY(s)]
. (19)

The service time experienced by successful REQs X′ is given by

X′ =

{

Y′ w.p. ρ

Y′ + G w.p. 1 − ρ
(20)

where the random variable Y′ is the accumulated backoff time for successful REQs only, and

is given by

Y′ = Y(i) w.p. ηpi. (21)

Hence, the Laplace-Stieltjes transform of Y′ is expressed as

LY′(s) =
R−1

∑
i=0

ηpiLY(i)(s) = η
R−1

∑
i=0

pi
i

∏
j=0

LH(j)(∆s) (22)

185A Unified Performance Model for Best-Effort Services in WiMAX Networks
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Therefore, the Laplace-Stieltjes transform of X′ can be written as

LX′(s) = ρLY′(s) + (1 − ρ)LY′(s)LG(s). (23)

Using (19) and (23), the remaining term in (18) that needs to be determined is LV(s). Let q(j)
be the probability that there are j successful requests other than the tagged SS in a frame. The

probability q(j) follows a truncated binomial distribution

q(j) =
Q(j + 1)

1 − Q(0)
, 0 ≤ j ≤ n − 1. (24)

Using the assumption that the BS randomly allocates data slots to successful requests, the pmf

of V can be expressed as

V = iT w.p.
n′

∑
j=i

q(j − 1)

j
, i = 1, 2, ..., n′, (25)

where n′ = min(n, d). Then, the Laplace-Stieltjes transform of V can be written as

LV(s) =
n′

∑
i=1

e−iTs
n′

∑
j=i

q(j − 1)

j
. (26)

From (19), (23) and (26), LD(s) can be determined. Hence, by the properties of

Laplace-Stieltjes transform, any moments of the delay distribution can be derived

straightforwardly. In particular, the mean packet delay D is given by

D = −
dLD(s)

ds
|s=0,

and the variance of packet delay is given by

σ2
D =

d2LD(s)

ds2
|s=0 −D

2
.

5. Model validation and numerical results

In this section, we verify our analytical model using computer simulation and investigate the

performances under various configurations of N, W and λ. To this end, we have developed

an event-driven simulation program to simulate the broadcast polling mechanism of IEEE

802.16. The simulator was written in C++. In the simulation model, the channel is operated

in TDD mode, in which a frame is divided into a downlink and uplink subframe. The MAC

and physical layer parameters were configured in accordance with default parameters taken

from the standard (IEEE 802.16 standard, 2009). In particular, the frame duration is 1 msec

consisting of 2500 mini slots each of 0.4 µsec length. Each bandwidth request consists of 6

mini slots including 3 mini slots for subscriber station transition gap (SSTG), 2 mini slots for

preamble and one mini slot for a bandwidth request message of 48 bits. The length of a data

slot including the preamble and transition gap is 37.6 µsec (i.e. 94 mini slots). Each SS has an

186 Quality of Service and Resource Allocation in WiMAX
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infinite buffer fed by a Poisson traffic source with mean arrival rate λ packet per msec. The

head-of-queue packet of each SS makes bandwidth request and follows the TBEB mechanism.

Based on the contention result, the processes of bandwidth allocation and packet transmission

are then carried out. The duration of each simulation is 5000 seconds long, with an initial

transient period of 300 seconds. For the analytical results, we set δ of Fig. 2 equal to 10−8. As

shown in the following figures, the numerical results match well with values obtained from

simulation.

Therefore, our model is suitable for studying the impact of different parameters on the

performance of contention-based services of IEEE 802.16.

We evaluate the impact of the number of SSs (N) and the initial backoff window (W) on

various performance metrics. We set r = 4, R = 8, m = 10, d = 8, λ = 0.1. The results

are shown in Fig. 4(a) to Fig. 4(f). The failure probability of REQ (p) under different N with

W = 8, 16, 32 are plotted in Fig. 4(a). As expected, larger N leads to more request contentions

and thus larger p. On the other hand, p decreases as W increases. This is because when

W increases, there are more choices of a request slot in each backoff stage. As a result, the

probability that an SS transmits a request in a request slot (τ) becomes smaller. So, pc and p

decrease.

Fig. 4(b) plots the mean service time of REQs against N with W = 8, 16, 32, respectively. Since

p increases with N, it means that larger N increases the average number of attempts of a

successful REQ. This results in a larger mean service time. Similarly, larger W leads to larger

backoff time which constitutes the service time of REQs. Therefore, the mean service time also

increases with W.

Fig. 4(c) and Fig. 4(d) plot the mean and variance of packet delay against N for various

W, respectively. Since the mean service time contributes part of the mean packet delay, as

expected from Fig. 4(b), the mean packet delay also increases with both N and W.

Fig. 4(e) also indicates that larger W results in higher traffic load for a given N. However,

increasing W does not increase the net throughput when N is fixed. Therefore, it is actually

better to choose small W and tolerate a slightly higher REQ unsuccessful probability.

Next, we evaluate the impact of the packet arrival rates (λ) on the performance metrics. We

set r = 4, R = 8, m = 10, d = 8, N = 30, W = 8, 16, 32. The results are shown in Fig. 5(a)

to Fig. 5(f). Essentially, increase in λ means increasing the offered traffic load ρ. Therefore,

this set of results would resemble to that of varying N. The failure probability of REQ under

different λ and W are plotted in Fig. 5(a). As packet arrival rate increases, each node is more

likely to make requests and hence p also increases.

At last, we also consider how d influences the performance of the mean packet delay and

normalized network throughput. As shown in Fig. 6(a), mean packet delay does not change

too much against d for a given N. On the other hand, the normalized network throughput

varies greatly, so it is important to choose suitable values of m and d.
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Fig. 4. Results for varying N and W, when r = 4, R = 8, m = 10, d = 8, λ = 0.1.
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Fig. 5. Results for varying λ and W, when r = 4, R = 8, m = 10, d = 8, N = 30.

189A Unified Performance Model for Best-Effort Services in WiMAX Networks

www.intechopen.com



14 Will-be-set-by-IN-TECH

5 10 15 20 25 30
0

1

2

3

4

5

6

7

Number of SSs (N)

M
e
a
n
 p

a
c
k
e
t 
d
e
la

y
 (

m
s
)

 

 

analysis d=10

simulation d=10

analysis d=8

simulation d=8

analysis d=6

simulation d=6

analysis d=4

simulation d=4

(a) Mean packet delay

5 10 15 20 25 30
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Number of SSs (N)
N

o
rm

a
liz

e
d
 n

e
tw

o
rk

 t
h
ro

u
g
h
p
u
t

 

 

analysis d=10

simulation d=10

analysis d=8

simulation d=8

analysis d=6

simulation d=6

analysis d=4

simulation d=4

(b) Normalized throughput

Fig. 6. Results for varying N and d, when r = 4, R = 8, m = 10, W = 8, λ = 0.1.
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Fig. 7. Results for saturated networks, when r = 4, R = 8, m = 10, d = 8, λ = 0.1.
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6. Saturated networks

As defined in Section 1, saturated networks mean that each SS always has a packet to send. In

other words, ρ = 1. Hence, the outer set in Fig. 2 is not required for the saturation case and

(3) becomes

τ = 1/(Bavg + 1) (27)

Meanwhile, the case S0 in Section 3 does not exist. Therefore, the service time of an REQ X

is equal to Y. For the same reason, the service time of an successful REQ X′ is equal to Y′.

Obviously, there is no need to calculate the waiting time in the queue of an REQ for saturated

networks. So the delay of a packet can be changed to packet access delay as the time duration

from the beginning of the request interval in which a request initiates the TBEB process till the

end of the transmission of the packet, which is given by

Dsat = Y′ + TRE + V. (28)

So, the Laplace-Stieltjes transform of Dsat can be written as

LDsat
(s) = LY′(s)LV(s)e

−sTRE . (29)

And the normalized network throughput for saturated works is given by

Γsat =
∑

d
j=1 jQ(j) + ∑

k
j=d+1 dQ(j)

d
. (30)

In order to verify this degenerated model for the saturated network, the mean and variance

of packet access delay and throughput against N with different W are plotted as Fig. 7(a) to

Fig. 7(c). It can be seen that the analytical and simulation results again match very well.

7. Conclusion

In this chapter, we have developed a unified performance model to evaluate the performances

of the contention-based services in both saturated and unsaturated IEEE 802.16 networks.

Different from some related works which assume that the probability of an SS sending

a bandwidth request is an input parameter, our model takes into account the details of

the backoff process to evaluate this probability. By solving two nested sets of fixed point

equations, we have obtained the failure probability of a bandwidth request and the probability

that a subscriber station has at least one REQ to transmit. Based on these two probabilities,

the network throughput and the distribution of packet delay are derived. The model has

been validated by simulations and shown to be accurate. Using the model, we have been

able to investigate the impact of various parameters on the performance metrics of the 802.16

network.
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