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1. Introduction

Nonlinear science is believed by many outstanding scientists to be the most deeply
important frontier for understanding Nature (Christiansen et al., 2000; Krumhansl, 1991).
The interpenetration of main ideas and methods being used in different fields of science
and technology has become today one of the decisive factors in the progress of science
as a whole. Among the most spectacular examples of such an interchange of ideas and
theoretical methods for analysis of various physical phenomena is the problem of solitary
wave formation in nonautonomous and inhomogeneous dispersive and nonlinear systems.
These models are used in a variety of fields of modern nonlinear science from hydrodynamics
and plasma physics to nonlinear optics and matter waves in Bose-Einstein condensates.
The purpose of this Chapter is to show the progress that is being made in the field of
the exactly integrable nonautonomous and inhomogeneous nonlinear evolution equations
possessing the exact soliton solutions. These kinds of solitons in nonlinear nonautonomous
systems are well known today as nonautonomous solitons. Most of the problems
considered in the present Chapter are motivated by their practical significance, especially the
hydrodynamics applications and studies of possible scenarios of generations and controlling
of monster (rogue) waves by the action of different nonautonomous and inhomogeneous
external conditions.
Zabusky and Kruskal (Zabusky & Kruskal, 1965) introduced for the first time the soliton
concept to characterize nonlinear solitary waves that do not disperse and preserve their
identity during propagation and after a collision. The Greek ending "on" is generally
used to describe elementary particles and this word was introduced to emphasize the most
remarkable feature of these solitary waves. This means that the energy can propagate in the
localized form and that the solitary waves emerge from the interaction completely preserved
in form and speed with only a phase shift. Because of these defining features, the classical
soliton is being considered as the ideal natural data bit. It should be emphasized that today,
the optical soliton in fibers presents a beautiful example in which an abstract mathematical
concept has produced a large impact on the real world of high technologies (Agrawal, 2001;
Akhmediev, 1997; 2008; Dianov et al., 1989; Hasegawa, 1995; 2003; Taylor, 1992).
Solitons arise in any physical system possessing both nonlinearity and dispersion, diffraction
or diffusion (in time or/and space). The classical soliton concept was developed for nonlinear
and dispersive systems that have been autonomous; namely, time has only played the role of
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the independent variable and has not appeared explicitly in the nonlinear evolution equation.
A not uncommon situation is one in which a system is subjected to some form of external
time-dependent force. Such situations could include repeated stress testing of a soliton in
nonuniform media with time-dependent density gradients.
Historically, the study of soliton propagation through density gradients began with the
pioneering work of Tappert and Zabusky (Tappert & Zabusky, 1971). As early as in 1976
Chen and Liu (Chen, 1976; 1978) substantially extended the concept of classical solitons to the
accelerated motion of a soliton in a linearly inhomogeneous plasma. It was discovered that for
the nonlinear Schrödinger equation model (NLSE) with a linear external potential, the inverse
scattering transform (IST) method can be generalized by allowing the time-varying eigenvalue
(TVE), and as a consequence of this, the solitons with time-varying velocities (but with time
invariant amplitudes) have been predicted (Chen, 1976; 1978). At the same time Calogero
and Degaspieris (Calogero, 1976; 1982) introduced a general class of soliton solutions for the
nonautonomous Korteweg-de Vries (KdV) models with varying nonlinearity and dispersion.
It was shown that the basic property of solitons, to interact elastically, was also preserved,
but the novel phenomenon was demonstrated, namely the fact that each soliton generally
moves with variable speed as a particle acted by an external force rather than as a free particle
(Calogero, 1976; 1982). In particular, to appreciate the significance of this analogy, Calogero
and Degaspieris introduced the terms boomeron and trappon instead of classical KdV solitons
(Calogero, 1976; 1982). Some analytical approaches for the soliton solutions of the NLSE in
the nonuniform medium were developed by Gupta and Ray (Gupta, 1981), Herrera (Herrera,
1984), and Balakrishnan (Balakrishnan, 1985). More recently, different aspects of soliton
dynamics described by the nonautonomous NLSE models were investigated in (Serkin &
Hasegawa, 2000a;b; 2002; Serkin et al., 2004; 2007; 2001a;b). In these works, the ”ideal”
soliton-like interaction scenarios among solitons have been studied within the generalized
nonautonomous NLSE models with varying dispersion, nonlinearity and dissipation or gain.
One important step was performed recently by Serkin, Hasegawa and Belyaeva in the Lax pair
construction for the nonautonomous nonlinear Schrödinger equation models (Serkin et al.,
2007). Exact soliton solutions for the nonautonomous NLSE models with linear and harmonic
oscillator potentials substantially extend the concept of classical solitons and generalize it
to the plethora of nonautonomous solitons that interact elastically and generally move with
varying amplitudes, speeds and spectra adapted both to the external potentials and to the
dispersion and nonlinearity variations. In particular, solitons in nonautonomous physical
systems exist only under certain conditions and varying in time nonlinearity and dispersion
cannot be chosen independently; they satisfy the exact integrability conditions. The law of
soliton adaptation to an external potential has come as a surprise and this law is being today
the object of much concentrated attention in the field. The interested reader can find many
important results and citations, for example, in the papers published recently by Zhao et al.
(He et al., 2009; Luo et al., 2009; Zhao et al., 2009; 2008), Shin (Shin, 2008) and (Kharif et al.,
2009; Porsezian et al., 2007; Yan, 2010).
How can we determine whether a given nonlinear evolution equation is integrable or not?
The ingenious method to answer this question was discovered by Gardner, Green, Kruskal
and Miura (GGKM) (Gardner et al., 1967). Following this work, Lax (Lax, 1968) formulated
a general principle for associating of nonlinear evolution equations with linear operators,
so that the eigenvalues of the linear operator are integrals of the nonlinear equation. Lax
developed the method of inverse scattering transform (IST) based on an abstract formulation
of evolution equations and certain properties of operators in a Hilbert space, some of which
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are well known in the context of quantum mechanics. Ablowitz, Kaup, Newell, Segur (AKNS)
(Ablowitz et al., 1973) have found that many physically meaningful nonlinear models can be
solved by the IST method.
In the traditional scheme of the IST method, the spectral parameter Λ of the auxiliary

linear problem is assumed to be a time independent constant Λ
′
t = 0, and this fact plays a

fundamental role in the development of analytical theory (Zakharov, 1980). The nonlinear

evolution equations that arise in the approach of variable spectral parameter, Λ
′
t �= 0,

contain, as a rule, some coefficients explicitly dependent on time. The IST method with
variable spectral parameter makes it possible to construct not only the well-known models
for nonlinear autonomous physical systems, but also discover many novel integrable and
physically significant nonlinear nonautonomous equations.
In this work, we clarify our algorithm based on the Lax pair generalization and reveal generic
properties of nonautonomous solitons. We consider the generalized nonautonomous NLSE
and KdV models with varying dispersion and nonlinearity from the point of view of their
exact integrability. It should be stressed that to test the validity of our predictions, the
experimental arrangement should be inspected to be as close as possible to the optimal map
of parameters, at which the problem proves to be exactly integrable (Serkin & Hasegawa,
2000a;b; 2002). Notice, that when Serkin and Hasegawa formulated their concept of
solitons in nonautonomous systems (Serkin & Hasegawa, 2000a;b; 2002), known today as
nonautonomous solitons and SH-theorems (Serkin & Hasegawa, 2000a;b; 2002) published for
the first time in (Serkin & Hasegawa, 2000a;b; 2002), they emphasized that "the methodology
developed provides for a systematic way to find an infinite number of the novel stable
bright and dark “soliton islands” in a “sea of solitary waves” with varying dispersion,
nonlinearity, and gain or absorption" (Belyaeva et al., 2011; Serkin et al., 2010a;b). The
concept of nonautonomous solitons, the generalized Lax pair and generalized AKNS methods
described in details in this Chapter can be applied to different physical systems, from
hydrodynamics and plasma physics to nonlinear optics and matter-waves and offer many
opportunities for further scientific studies. As an illustrative example, we show that important
mathematical analogies between different physical systems open the possibility to study
optical rogue waves and ocean rogue waves in parallel and, due to the evident complexity
of experiments with rogue waves in open oceans, this method offers remarkable possibilities
in studies nonlinear hydrodynamic problems by performing experiments in the nonlinear
optical systems with nonautonomous solitons and optical rogue waves.

2. Lax operator method and exact integrability of nonautonomous nonlinear and

dispersive models with external potentials

The classification of dynamic systems into autonomous and nonautonomous is commonly
used in science to characterize different physical situations in which, respectively, external
time-dependent driving force is being present or absent. The mathematical treatment
of nonautonomous system of equations is much more complicated then of traditional
autonomous ones. As a typical illustration we may mention both a simple pendulum whose
length changes with time and parametrically driven nonlinear Duffing oscillator (Nayfeh &
Balachandran, 2004).
In the framework of the IST method, the nonlinear integrable equation arises as the
compatibility condition of the system of the linear matrix differential equations

ψx = F̂ψ(x, t), ψt = Ĝψ(x, t). (1)
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Here ψ(x, t) = {ψ1, ψ2}T is a 2-component complex function, F̂ and Ĝ are complex-valued
(2 × 2) matrices. Let us consider the general case of the IST method with a time-dependent

spectral parameter Λ(T) and the matrices F̂ and Ĝ

F̂ (Λ; S, T)=F̂
{

Λ(T), q [S(x, t), T] ;
∂q

∂S

(
∂S

∂x

)
;

∂2q

∂S2

(
∂S

∂x

)2

; ...;
∂nq

∂Sn

(
∂S

∂x

)n
}

Ĝ(Λ; S, T)=Ĝ
{

Λ(T), q [S(x, t), T] ;
∂q

∂S

(
∂S

∂x

)
;

∂2q

∂S2

(
∂S

∂x

)2

; ...;
∂nq

∂Sn

(
∂S

∂x

)n
}

,

dependent on the generalized coordinates S = S(x, t) and T(t) = t, where the function
q [S(x, t), T] and its derivatives denote the scattering potentials Q(S, T) and R(S, T) and
their derivatives, correspondingly. The condition for the compatibility of the pair of linear
differential equations (1) takes a form

∂F̂
∂T

+
∂F̂
∂S

St −
∂Ĝ
∂S

Sx +
[
F̂ , Ĝ

]
= 0, (2)

where
F̂ = −iΛ(T)σ̂3 + Û φ̂, (3)

Ĝ =

(
A B
C −A

)
, (4)

σ̂3 is the Pauli spin matrix and matrices Û and φ̂ are given by

Û =
√

σFγ (T)

(
0 Q(S, T)

R(S, T) 0

)
, (5)

φ̂ =

(
exp[−iϕ/2] 0

0 exp[iϕ/2]

)
. (6)

Here F(T) and ϕ(S, T) are real unknown functions, γ is an arbitrary constant, and σ = ±1.

The desired elements of Ĝ matrix (known in the modern literature as the AKNS elements) can
be constructed in the form Ĝ = ∑

k=3
k=0 GkΛk,with time varying spectral parameter given by

ΛT = λ0 (T) + λ1 (T)Λ (T) , (7)

where time-dependent functions λ0 (T) and λ1 (T) are the expansion coefficients of ΛT in
powers of the spectral parameter Λ (T) .
Solving the system (2-6), we find both the matrix elements A, B, C

A = −iλ0S/Sx + a0 −
1

4
a3σF2γ(QRϕSSx + iQRSSx − iRQSSx) (8)

+
1

2
a2σF2γQR + Λ

(
−iλ1S/Sx +

1

2
a3σF2γQR + a1

)
+ a2Λ2 + a3Λ3,

B =
√

σFγ exp[iϕS/2]{− i

4
a3S2

x

(
QSS +

i

2
QϕSS − 1

4
Qϕ2

S + iQS ϕS

)

− i

4
a2QϕSSx −

1

2
a2QSSx + iQ

(
−iλ1S/Sx +

1

2
a3σF2γQR + a1

)

+Λ

(
− i

4
a3QϕSSx −

1

2
a3QSSx + ia2Q

)
+ ia3Λ2Q},
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C =
√

σFγ exp[−iϕS/2]{− i

4
a3S2

x

(
RSS − i

2
RϕSS − 1

4
Rϕ2

S − iRS ϕS

)

− i

4
a2RϕSSx +

1

2
a2RSSx + iR

(
−iλ1S/Sx +

1

2
a3σF2γQR + a1

)

+Λ

(
− i

4
a3RϕSSx +

1

2
a3RSSx + ia2R

)
+ ia3Λ2R},

and two general equations

iQT =
1

4
a3QSSSS3

x +
3i

8
a3QSS ϕSS3

x −
3i

4
a3σF2γQ2RϕSSx (9)

−3

2
a3σF2γQRQSSx −

i

2
a2QSSS2

x + ia2σF2γQ2R

+iQS

(
−St + λ1S + ia1Sx −

i

2
a2 ϕSS2

x +
3

8
a3 ϕSSS3

x +
3i

16
a3 ϕ2

SS3
x

)

+Q

(
iλ1 − iγ

FT

F
+

1

2
a2 ϕSSS2

x −
3

16
a3 ϕS ϕSSS3

x

)

+Q

[
2λ0S/Sx + 2ia0 +

1

2
(ϕT + ϕSSt)−

1

2
λ1SϕS − i

2
a1 ϕSSx

]

+Q

(
i

8
a2 ϕ2

SS2
x −

i

32
a3 ϕ3

SS3
x +

i

8
a3 ϕSSSS3

x

)

iRT =
1

4
a3RSSSS3

x −
3i

8
a3RSS ϕSS3

x +
3i

4
a3σF2γR2QϕSSx (10)

−3

2
a3σF2γR2QSSx +

i

2
a2RSSS2

x − ia2σF2γR2Q

+iRS

(
−St + λ1S + ia1Sx −

i

2
a2 ϕSS2

x −
3

8
a3 ϕSSS3

x +
3i

16
a3 ϕ2

SS3
x

)

+R

(
iλ1 − iγ

FT

F
+

1

2
a2 ϕSSS2

x −
3

16
a3 ϕS ϕSSS3

x

)

+R

[
−2λ0S/Sx − 2ia0 −

1

2
(ϕT + ϕSSt) +

1

2
λ1SϕS +

i

2
a1 ϕSSx

]

+R

(
− i

8
a2 ϕ2

SS2
x +

i

32
a3 ϕ3

SS3
x −

i

8
a3 ϕSSSS3

x

)
,

where the arbitrary time-dependent functions a0 (T) , a1 (T) , a2 (T) , a3 (T) have been
introduced within corresponding integrations.
By using the following reduction procedure R = −Q∗, it is easy to find that two equations (9)
and (10) take the same form if the following conditions

a0 = −a∗0 , a1 = −a∗1 , a2 = −a∗2 , a3 = −a∗3 , (11)

λ0 = λ∗
0 , λ1 = λ∗

1 , F = F∗

are fulfilled.
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3. Generalized nonlinear Schrödinger equation and solitary waves in

nonautonomous nonlinear and dispersive systems: nonautonomous solitons

Let us study a special case of the reduction procedure for Eqs. (9,10) when a3 = 0

A = −iλ0S/Sx + a0(T)−
1

2
a2(T)σF2γ |Q|2 − iλ1S/SxΛ + a1(T)Λ + a2(T)Λ

2,

B =
√

σFγ exp (iϕ/2)

{
− i

4
a2(T)QϕSSx −

1

2
a2(T)QSSx

}
+

i {Q [−iλ1S/Sx + a1(T) + Λa2(T)]} ,

C =
√

σFγ exp (−iϕ/2)

{
i

4
a2(T)Q

∗ϕSSx −
1

2
a2(T)Q

∗
SSx

}

−i {Q∗ [−iλ1x + a1(T) + Λa2(T)]} .

In accordance with conditions (11), the imaginary functions a0(T), a1(T), a2(T) can be
defined in the following way: a0(T) = iγ0(T), a1(T) = iV(T), a2(T) = −iD2(T), R2(T) =
F2γD2(T),where D2(T), V(T), γ0(T) are arbitrary real functions. The coefficients D2(T)
and R2(T) are represented by positively defined functions (for σ = −1, γ is assumed as a
semi-entire number).
Then, Eqs. (9,10) can be transformed into

iQT = −1

2
D2QSSS2

x − σR2 |Q|2 Q − iṼQS + iΓQ + UQ, (12)

where

Ṽ(S, T) =
1

2
D2S2

x ϕS + VSx + St − λ1S,

U(S, T) =
1

8
D2S2

x ϕ2
S − 2γ0 +

1

2
(ϕT + ϕSSt + VSx ϕS) + 2λ0S/Sx −

1

2
λ1 ϕSS, (13)

Γ =

(
−γ

FT

F
− 1

4
D2S2

x ϕSS + λ1

)
=

(
1

2

W(R2, D2)

R2D2
− 1

4
D2S2

x ϕSS + λ1

)
. (14)

Eq.(12) can be written down in the independent variables (x, t)

iQt +
1

2
D2(t)Qxx + σR2(t) |Q|2 Q − U(x, t)Q + iṼ′Qx = iΓ(t)Q. (15)

Let us transform Eq.(15) into the more convenient form

iQt +
1

2
D2Qxx + σR2 |Q|2 Q − UQ = iΓQ (16)

using the following condition

Ṽ′ =
1

2
D2Sx ϕS + V − λ1S/Sx = 0. (17)

If we apply the commonly accepted in the IST method (Ablowitz et al., 1973) reduction: V =
−ia1 = 0 , we find a parameter λ1 from (17)

λ1 =
1

2
D2S2

x ϕS/S, (18)
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and the corresponding potential U(S, T) from Eq.(13):

U(S, T) = −2γ0 + 2λ0S/Sx +
1

2
(ϕT + ϕSSt)−

1

8
D2S2

x ϕ2
S. (19)

According to Eq.(14), the gain or absorption coefficient now is represented by

Γ =
1

2

W(R2, D2)

R2D2
− 1

4
D2S2

x ϕSS +
1

2
D2S2

x ϕS/S. (20)

Let us consider some special choices of variables to specify the solutions of (16). First of all,
we assume that variables are factorized in the phase profile ϕ(S, T) as ϕ = C(T)Sα. The first

term in the real potential (19) represents some additional time-dependent phase e2γ0(t)t of the
solution Q(x, t) for the equation (16) and, without loss of the generality, we use γ0 = 0. The
second term in (19) depends linearly on S. The NLSE with the linear spatial potential and
constant λ0, describing the case of Alfen waves propagation in plasmas, has been studied
previously in Ref. (Chen, 1976). We will study the more general case of chirped solitons in the
Section 4 of this Chapter. Now, taking into account three last terms in (19), we obtain

U(S, T) = 2λ0S/Sx +
1

2
CTSα + 1/2αCSα−1St −

1

8
D2C2S2

xα2S2α−2. (21)

The gain or absorption coefficient (20) becomes

Γ(T) =
1

2

W(R2, D2)

R2D2
+

α

4
(3 − α)D2S2

xCSα−2 (22)

and Eq.(18) takes a form

λ1 =
1

2
D2S2

xCαSα−2. (23)

If we assume that the functions Γ(T) and λ1(T) depend only on T and do not depend on S,
we conclude that α = 0 or α = 2.
The study of the soliton solutions of the nonautonomous NLSE with varying coefficients
without time and space phase modulation (chirp) and corresponding to the case of α = 0
has been carried out in Ref. (Serkin & Belyaeva, 2001a;b). Let us find here the solutions of
Eq.(16) with chirp in the case of α = 2, ϕ(S, T) = C(T)S2. In this case, Eq. (18) becomes
λ1 = D2S2

xC. Now, the real spatial-temporal potential (21) takes the form

U [S(x, t), T)] = 2λ0S/Sx +
1

2

(
CT − D2S2

xC2
)

S2 + CSSt

Consider the simplest option to choose the variable S(x, t) when the variables (x, t) are
factorized: S(x, t) = P(t)x. In this case, all main characteristic functions: the phase
modulation

ϕ(x, t) = Θ(t)x2, (24)

the real potential

U(x, t) = 2λ0x +
1

2

(
Θt − D2Θ2

)
x2 ≡ 2λ0(t)x +

1

2
Ω2(t)x2, (25)

the gain (or absorption) coefficient

Γ(t) =
1

2

(
W(R2, D2)

R2D2
+ D2P2C

)
=

1

2

(
W(R2, D2)

R2D2
+ D2Θ

)
(26)
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and the spectral parameter λ1

λ1(t) = D2P2C = D2(t)Θ(t) (27)

are found to be dependent on the self-induced soliton phase shift Θ(t). Notice that the
definition Ω2(t) ≡ Θt − D2Θ2 has been introduced in Eq.(25).
Now we can rewrite the generalized NLSE (16) with time-dependent nonlinearity, dispersion
and gain or absorption in the form of the nonautonomous NLSE with linear and parabolic
potentials

iQt +
1

2
D2(t)Qxx + σR2(t) |Q|2 Q − 2λ0(t)x − 1

2
Ω2(t)x2Q = iΓQ. (28)

4. Hidden features of the soliton adaptation law to external potentials: the

generalized Serkin-Hasegawa theorems

It is now generally accepted that solitary waves in nonautonomous nonlinear and dispersive
systems can propagate in the form of so-called nonautonomous solitons or solitonlike
similaritons (see (Atre et al., 2006; Avelar et al., 2009; Belić et al., 2008; Chen et al., 2007;
Hao, 2008; He et al., 2009; Hernandez et al., 2005; Hernandez-Tenorio et al., 2007; Liu et al.,
2008; Porsezian et al., 2009; 2007; Serkin et al., 2007; Shin, 2008; Tenorio et al., 2005; Wang
et al., 2008; Wu, Li & Zhang, 2008; Wu, Zhang, Li, Finot & Porsezian, 2008; Zhang et al.,
2008; Zhao et al., 2009; 2008) and references therein). Nonautonomous solitons interact
elastically and generally move with varying amplitudes, speeds and spectra adapted both
to the external potentials and to the dispersion and nonlinearity variations. The existence of
specific laws of soliton adaptation to external gain and loss potentials was predicted by Serkin
and Hasegawa in 2000 (Serkin & Hasegawa, 2000a;b; 2002). The physical mechanism resulting
in the soliton stabilization in nonautonomous and dispersive systems was revealed in this
paper. From the physical point of view, the adaptation means that solitons remain self similar
and do not emit dispersive waves both during their interactions with external potentials
and with each other. The soliton adaptation laws are known today as the Serkin-Hasegawa
theorems (SH theorems). Serkin and Hasegawa obtained their SH-theorems by using the
symmetry reduction methods when the initial nonautonomous NLSE can be transformed
by the canonical autonomous NLSE under specific conditions found in (Serkin & Hasegawa,
2000a;b). Later, SH-theorems have been confirmed by different methods, in particular, by the
Painleve analysis and similarity transformations (Serkin & Hasegawa, 2000a;b; 2002; Serkin
et al., 2004; 2007; 2001a;b).
Substituting the phase profile Θ(t) given by Eq. (26) into Eq. (25), it is straightforward to
verify that the frequency of the harmonic potential Ω(t) is related with dispersion D2(t),
nonlinearity R2(t) and gain or absorption coefficient Γ(t) by the following conditions

Ω2(t)D2(t) = D2(t)
d

dt

(
Γ(t)

D2(t)

)
− Γ2(t)

− d

dt

(
W(R2, D2)

R2D2

)
+

(
2Γ(t) +

d

dt
ln R2(t)

)
W(R2, D2)

R2D2
(29)

= D2(t)
d

dt

(
Γ(t)

D2(t)

)
− Γ2(t) +

(
2Γ(t) +

d

dt
ln R2(t)

)
d

dt
ln

D2(t)

R2(t)
− d2

dt2
ln

D2(t)

R2(t)
,

where W(R2, D) = R2D
′
2t − D2R

′
2t is the Wronskian.
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After the substitutions

Q(x, t) = q(x, t) exp

[∫ t

0
Γ(τ)dτ

]
, R(t) = R2(t) exp

[
2
∫ t

0
Γ(τ)dτ

]
, D(t) = D2(t),

Eq. (28) is transformed to the generalized NLSE without gain or loss term

i
∂q

∂t
+

1

2
D(t)

∂2q

∂x2
+

[
σR(t) |q|2 − 2λ0(t)x − 1

2
Ω2(t)x2

]
q = 0. (30)

Finally, the Lax equation (2) with matrices (3-6) provides the nonautonomous model (30)
under condition that dispersion D(t), nonlinearity R(t), and the harmonic potential satisfy
to the following exact integrability conditions

Ω2(t)D(t) =
W(R, D)

RD

d

dt
ln R(t)− d

dt

(
W(R, D)

RD

)

=
d

dt
ln D(t)

d

dt
ln R(t)− d2

dt2
ln D(t)− R(t)

d2

dt2

1

R(t)
. (31)

The self-induced soliton phase shift is given by

Θ(t) = −W [(R(t), D(t)]

D2(t)R(t)
(32)

and the time-dependent spectral parameter is represented by

Λ(t) = κ(t) + iη(t) =
D0R(t)

R0D(t)

⎡
⎣Λ(0) +

R0

D0

t∫

0

λ0(τ)D(τ)

R(τ)
dτ

⎤
⎦ , (33)

where the main parameters: time invariant eigenvalue Λ(0) = κ0 + iη0; D0 = D(0); R0 =
R(0) are defined by the initial conditions.
We call Eq. (31) as the law of the soliton adaptation to the external potentials. The basic
property of classical solitons to interact elastically holds true, but the novel feature of the
nonautonomous solitons arises. Namely, both amplitudes and speeds of the solitons, and
consequently, their spectra, during the propagation and after the interaction are no longer
the same as those prior to the interaction. All nonautonomous solitons generally move with
varying amplitudes η(t) and speeds κ(t) adapted both to the external potentials and to the
dispersion D(t) and nonlinearity R(t) changes.
Having obtained the eigenvalue equations for scattering potential, we can write down the
general solutions for bright (σ = +1) and dark (σ = −1) nonautonomous solitons applying
the auto-Bäcklund transformation (Chen, 1974) and the recurrent relation

qn(x, t) = −qn−1(x, t)− 4ηnΓ̃n−1(x, t)

1 +
∣∣∣Γ̃n−1(x, t)

∣∣∣
2
×
√

D(t)

R(t)
exp[−iΘx2/2], (34)

which connects the (n− 1) and n - soliton solutions by means of the so-called pseudo-potential
Γ̃n−1(x, t) = ψ1(x, t)/ψ2(x, t) for the (n − 1)−soliton scattering functions ψ(x, t) = (ψ1ψ2)

T .
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Bright q+1 (x, t) and dark q−1 (x, t) soliton solutions are represented by the following analytic
expressions:

q+1 (x, t | σ = +1) = 2η1(t)

√
D(t)

R(t)
sech [ξ1(x, t)]× exp

{
−i

(
Θ(t)

2
x2 + χ1(x, t)

)}
; (35)

q−1 (x, t | σ = −1) = 2η1(t)

√
D(t)

R(t)

[√
(1 − a2) + ia tanh ζ (x, t)

]
(36)

× exp

{
−i

(
Θ(t)

2
x2 + φ(x, t)

)}
,

ζ(x, t) = 2aη1(t)x + 4a

t∫

0

D(τ)η1(τ)κ1(τ)dτ, (37)

φ(x, t) = 2

[
κ1(t)− η1(t)

√
(1 − a2)

]
x

+2

t∫

0

D(τ)

[
κ2

1 + η2
1

(
3 − a2

)
− 2κ1η1

√
(1 − a2)

]
dτ. (38)

Dark soliton (36) has an additional parameter, 0 ≤ a ≤ 1, which designates the depth of
modulation (the blackness of gray soliton) and its velocity against the background. When
a = 1, dark soliton becomes black. For optical applications, Eq.(36) can be easily transformed
into the Hasegawa and Tappert form for the nonautonomous dark solitons (Hasegawa, 1995)

under the condition κ0 = η0

√
(1 − a2) that corresponds to the special choice of the retarded

frame associated with the group velocity of the soliton

q−1 (x, t | σ = −1) = 2η1(t)

√
D(t)

R(t)

[√
(1 − a2) + ia tanh ζ̃ (x, t)

]

× exp

{
−i

(
Θ(t)

2
x2 + φ̃(x, t)

)}
,

ζ̃(x, t) = 2aη1(t)x + 4a

t∫

0

D(τ)η1(τ)

[
η1(τ)

√
(1 − a2) + K(τ)

]
dτ,

φ̃(x, t) = 2K(t)x + 2

t∫

0

D(τ)
[
K2(τ) + 2η2

1(τ)
]

dτ,

K(t) =
R(t)

D(t)

t∫

0

λ0(τ)
D(τ)

R(τ)
dτ.

Notice that the solutions considered here hold only when the nonlinearity, dispersion and
confining harmonic potential are related by Eq. (31), and both D(t) �= 0 and R(t) �= 0 for all
times by definition.
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Two-soliton q2(x, t) solution for σ = +1 follows from Eq. (34)

q2(x, t) = 4

√
D(t)

R(t)

N (x, t)

D (x, t)
exp

[
− i

2
Θ(t)x2

]
, (39)

where the numerator N (x, t) is given by

N = cosh ξ2 exp (−iχ1)

×[(κ2 − κ1)
2 + 2iη2(κ2 − κ1) tanh ξ2 + η2

1 − η2
2 ] + η2 cosh ξ1 exp (−iχ2)

×[(κ2 − κ1)
2 − 2iη1(κ2 − κ1) tanh ξ1 − η2

1 + η2
2 ], (40)

and the denominator D (x, t) is represented by

D = cosh(ξ1 + ξ2)
[
(κ2 − κ1)

2 + (η2 − η1)
2
]

+ cosh(ξ1 − ξ2)
[
(κ2 − κ1)

2 + (η2 + η1)
2
]
− 4η1η2 cos (χ2 − χ1) . (41)

Arguments and phases in Eqs.(39-41)

ξi(x, t) = 2ηi(t)x + 4

t∫

0

D(τ)ηi(τ)κi(τ)dτ, (42)

χi(x, t) = 2κi(t)x + 2

t∫

0

D(τ)
[
κ2

i (τ)− η2
i (τ)

]
dτ (43)

are related with the amplitudes

ηi(t) =
D0R(t)

R0D(t)
η0i, (44)

and velocities

κi(t) =
D0R(t)

R0D(t)

⎡
⎣κ0i +

R0

D0

t∫

0

λ0(τ)D(τ)

R(τ)
dτ

⎤
⎦ (45)

of the nonautonomous solitons, where κ0i and η0i correspond to the initial velocity and
amplitude of the i -th soliton (i = 1, 2).
Eqs. (39-45) describe the dynamics of two bounded solitons at all times and all locations.
Obviously, these soliton solutions reduce to classical soliton solutions in the limit of
autonomous nonlinear and dispersive systems given by conditions: R(t) = D(t) = 1, and
λ0(t) = Ω(t) ≡ 0 for canonical NLSE without external potentials.
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5. Chirped optical solitons with moving spectra in nonautonomous systems:

colored nonautonomous solitons

Both the nonlinear Schrödinger equations (28, 30) and the Lax pair equations (3–6) are written
down here in the most general form. The transition to the problems of optical solitons is
accomplished by the substitution x → T (or x → X); t → Z and q+(x, t) → ũ+(Z, T( or X))
for bright solitons, and

[
q−(x, t)

]∗ → ũ−(Z, T( or X)) for dark solitons, where the asterisk
denotes the complex conjugate, Z is the normalized distance, and T is the retarded time for
temporal solitons, while X is the transverse coordinate for spatial solitons.
The important special case of Eq.(30) arises under the condition Ω2(Z) = 0. Let us rewrite
Eq. (30) by using the reduction Ω = 0, which denotes that the confining harmonic potential is
vanishing

i
∂u

∂Z
+

σ

2
D(Z)

∂2u

∂T2
+ R(Z) |u|2 u − 2σλ0(Z)Tu = 0. (46)

This implies that the self-induced soliton phase shift Θ(Z), dispersion D(Z), and nonlinearity
R(Z) are related by the following law of soliton adaptation to external linear potential

D(Z)/D0 = R(Z)/R0 exp

⎧
⎨
⎩−Θ0D0

R0

Z∫

0

R(τ)dτ

⎫
⎬
⎭ . (47)

Nonautonomous exactly integrable NLSE model given by Eqs. (46,47) can be considered as
the generalization of the well-studied Chen and Liu model (Chen, 1976) with linear potential
λ0(Z) ≡ α0 = const and D(Z) = D0 = R(Z) = R0 = 1, σ = +1, Θ0 = 0. It is interesting to
note that the accelerated solitons predicted by Chen and Liu in plasma have been discovered
in nonlinear fiber optics only decade later (Agrawal, 2001; Dianov et al., 1989; Taylor, 1992).
Notice that nonautonomous solitons with nontrivial self-induced phase shifts and varying
amplitudes, speeds and spectra for Eq. (46) are given in quadratures by Eqs. (35-45) under
condition Ω2(Z) = 0.
Let us show that the so-called Raman colored optical solitons can be approximated by this
equation. Self-induced Raman effect (also called as soliton self-frequency shift) is being
described by an additional term in the NLSE: −σRU∂ | U |2 /∂T, where σR originates from the
frequency dependent Raman gain (Agrawal, 2001; Dianov et al., 1989; Taylor, 1992). Assuming
that soliton amplitude does not vary significantly during self-scattering | U |2= η2sech2(ηT),
we obtain that

σR
∂ | U |2

∂T
≈ −2σRη4T = 2α0T

and dv/dZ = σRη4/2, where v = κ/2. The result of soliton perturbation theory (Agrawal,
2001; Dianov et al., 1989; Taylor, 1992) gives dv/dZ = 8σRη4/15. This fact explains the
remarkable stability of colored Raman solitons that is guaranteed by the property of the exact
integrability of the Chen and Liu model (Chen, 1976). More general model Eq. (46) and its
exact soliton solutions open the possibility of designing an effective soliton compressor, for
example, by drawing a fiber with R(Z) = 1 and D(Z) = exp(−c0Z),where c0 = Θ0D0.
It seems very attractive to use the results of nonautonomous solitons concept in ultrashort
photonic applications and soliton lasers design.
Another interesting feature of the novel solitons, which we called colored nonautonomous
solitons, is associated with the nontrivial dynamics of their spectra. Frequency spectrum of
the chirped nonautonomous optical soliton moves in the frequency domain. In particular,
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if dispersion and nonlinearity evolve in unison D(t) = R(t) or D = R = 1, the solitons
propagate with identical spectra, but with totally different time-space behavior.
Consider in more details the case when the nonlinearity R = R0 stays constant but the
dispersion varies exponentially along the propagation distance

D(Z) = D0 exp (−c0Z) ,

Θ(Z) = Θ0 exp (c0Z) .

Let us write the one and two soliton solutions in this case with the lineal potential that, for
simplicity, does not depend on time: λ0(Z) = α0 = const

U1(Z, T) = 2η01

√
D0 exp (c0Z)sech [ξ1(Z, T)]× exp

[
− i

2
Θ0 exp (c0Z) T2 − iχ1(Z, T)

]
, (48)

U2(Z, T) = 4
√

D0 exp (−c0Z)
N(Z, T)

D(Z, T)
exp

[
− i

2
Θ0 exp (c0Z) T2

]
, (49)

where the nominator N(Z, T) and denominator D(Z, T) are given by Eqs. (40,41) and

ξi(Z, T) = 2η0iT exp (c0Z) + 4D0η0i

×
{

κ0i

c0
[exp (c0Z)− 1] +

α0

c0

[
exp (c0Z)− 1

c0
− Z

]}
, (50)

χi(Z, T) = 2κ0iT exp (c0Z) + 2D0

(
κ2

0i − η2
0i

) exp (2c0Z)− 1

2c0

+2T
α0

c0
[exp (c0Z)− 1] + 4D0κ0i

α0

c0

[
exp (c0Z)− 1

c0
− t

]

+2D0

(
α0

c0

)2 [ exp (c0Z)− exp (−c0Z)

c0
− 2Z

]
. (51)

The initial velocity and amplitude of the i -th soliton (i = 1, 2) are denoted by κ0i and η0i.
We display in Fig.1(a,b) the main features of nonautonomous colored solitons to show not
only their acceleration and reflection from the lineal potential, but also their compression and
amplitude amplification. Dark soliton propagation and dynamics are presented in Fig.1(c,d).
The limit case of the Eqs.(48-51) appears when c0 → ∞ (that means D(Z) = D0 =constant)
and corresponds to the Chen and Liu model (Chen, 1976). The solitons with argument and
phase

ξ(Z, T) = 2η0

(
T + 2κ0Z + α0Z2 − T0

)
,

χ(Z, T) = 2κ0T + 2α0TZ + 2
(

κ2
0 − η2

0

)
Z + 2κ0α0Z2 +

2

3
α2

0Z3

represents the particle-like solutions which may be accelerated and reflected from the lineal
potential.
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Fig. 1. Evolution of nonautonomous bright (a,b) optical soliton calculated within the
framework of the generalized model given by Eqs. (46-51) after choosing the soliton
management parameters c0=0.05, α0 = –0.2, η10 = 0.5, κ10 = 1.5. (a) the temporal behavior;
(b) the corresponding contour map. (c,d) Dark nonautonomous soliton dynamics within the
framework of the model Eqs. (46,47) after choosing the soliton management parameters: (c)
R=–D=1.0 and α0 = −1.0 and (d) R=–D=cos( ωZ), where ω = 3.0.

6. Bound states of colored nonautonomous optical solitons: nonautonomous

"agitated" breathers.

Let us now give the explicit formula of the soliton solutions (48,49) for the case where all
eigenvalues are pure imaginary, or the initial velocities of the solitons are equal to zero. In the
case N = 1 and λ0(Z) = 0 , we obtain

U1(Z, T) = 2η01

√
D0 exp (c0Z)sech [2η01T exp (c0Z))]

× exp

[
− i

2
Θ0 exp (c0Z) T2 + i2D0η2

01
exp (2c0Z)− 1

2c0

]
. (52)

This result shows that the laws of soliton adaptation to the external potentials (31) allow
to stabilize the soliton even without a trapping potential. In addition, Eq.(52) indicates the
possibility for the optimal compression of solitons, which is shown in Fig.2. We stress that
direct computer experiment confirms the exponential in time soliton compression scenario in
full accordance with analytical expression Eq.(52).
The bound two-soliton solution for the case of the pure imaginary eigenvalues is represented
by

U2(Z, T) = 4
√

D0 exp (−c0Z)
N (Z, T)

D (Z, T)
exp

[
− i

2
Θ0 exp (c0Z) T2

]
, (53)

where

N =
(

η2
01 − η2

02

)
exp (c0Z) [η01 cosh ξ2 exp (−iχ1)− η02 cosh ξ1 exp (−iχ2)] , (54)

D = cosh(ξ1 + ξ2) (η01 − η02)
2 + cosh(ξ1 − ξ2) (η01 + η02)

2 − 4η01η02 cos (χ2 − χ1) , (55)
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Fig. 2. Self-compression of nonautonomous soliton calculated within the framework of the
model Eq. (46) after choosing the soliton management parameters c0 = 0.05; α = 0 and
η0 = 0.5. (a) the temporal behavior; (b) the corresponding contour map.

and
ξi(Z, T) = 2η0iT exp (c0Z) , (56)

χi(Z, T) = −2D0η2
0i

exp (2c0Z)− 1

2c0
+ χi0. (57)

For the particular case of η10 = 1/2, η20 = 3/2 Eqs.(53-57) are transformed to

U2(Z, T) = 4
√

D0 exp (−c0Z) exp

[
− i

2
Θ0 exp (c0Z) T2

]
(58)

× exp

[
i

4c0
D0 [exp (2c0Z)− 1] + χ10

]

× cosh 3X − 3 cosh X exp {i2D0 [exp (2c0Z)− 1] /c0 + i∆ϕ}
cosh 4X + 4 cosh 2X − 3 cos {2D0 [exp (2c0Z)− 1] /c0 + ∆ϕ} ,

where X = T exp(c0Z), ∆ϕ = χ20 − χ10.
In the D(Z) = D0 = 1, c0 = 0 limit, this solution is reduced to the well-known breather
solution, which was found by Satsuma and Yajima (Satsuma & Yajima, 1974) and was called
as the Satsuma-Yajima breather:

U2(Z, T) = 4
cosh 3T + 3 cosh T exp (4iZ)

cosh 4T + 4 cosh 2T + 3 cos 4Z
exp

(
iZ

2

)
.

At Z = 0 it takes the simple form U(Z, T) = 2sech(T). An interesting property of this solution
is that its form oscillates with the so-called soliton period Tsol = π/2.
In more general case of the varying dispersion, D(Z) = D0 exp (−c0Z) , shown in Fig.3 (c0 =
0.25, η10 = 0.25, η20 = 0.75), the soliton period, according to Eq.(58), depends on time.
The Satsuma and Yajima breather solution can be obtained from the general solution if and
only if the soliton phases are chosen properly, precisely when ∆ϕ = π. The intensity profiles
of the wave build up a complex landscape of peaks and valleys and reach their peaks at the
points of the maximum. Decreasing group velocity dispersion (or increasing nonlinearity)
stimulates the Satsuma-Yajima breather to accelerate its period of "breathing" and to increase
its peak amplitudes of "breathing", that is why we call this effect as "agitated breather" in
nonautonomous system.
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Fig. 3. Nonautonomous "agitated" breather (58) calculated within the framework of the
model (46) after choosing the soliton management parameters c0 = 0.25, η10 = 0.5, η20 = 1.5.
(a) the temporal behavior; (b) the corresponding contour map.

7. Rogue waves, "quantized" modulation instability, and dynamics of

nonautonomous Peregrine solitons under "hyperbolic hurricane wind"

Recently, a method of producing optical rogue waves, which are a physical counterpart to the
rogue (monster) waves in oceans, have been developed (Solli et al., 2007). Optical rogue waves
have been formed in the so-called soliton supercontinuum generation, a nonlinear optical
process in which broadband "colored" solitons are generated from a narrowband optical
background due to induced modulation instability and soliton fission effects (Dudley, 2009;
Dudley et al., 2006; 2008).
Ordinary, the study of rogue waves has been focused on hydrodynamic applications and
experiments (Clamond et al., 2006; Kharif & Pelinovsky, 2003). Nonlinear phenomena in
optical fibers also support rogue waves that are considered as soliton supercontinuum noise. It
should be noticed that because optical rogue waves are closely related to oceanic rogue waves,
the study of their properties opens novel possibilities to predict the dynamics of oceanic
rogue waves. By using the mathematical equivalence between the propagation of nonlinear
waves on water and the evolution of intense light pulses in optical fibers, an international
research team (Kibler et al., 2010) recently reported the first observation of the so-called
Peregrine soliton (Peregrine, 1983). Similar to giant nonlinear water waves, the Peregrine
soliton solutions of the NLSE experience extremely rapid growth followed by just as rapid
decay (Peregrine, 1983). Now, the Peregrine soliton is considered as a prototype of the famous
ocean monster (rogue) waves responsible for many maritime catastrophes.
In this Section, the main attention will be focused on the possibilities of generation and
amplification of nonautonomous Peregrine solitons. This study is an especially important
for understanding how high intensity rogue waves may form in the very noisy and imperfect
environment of the open ocean.
First of all, let us summarize the main features of the phenomenon known as the induced
modulation instability. In 1984, Akira Hasegawa discovered that modulation instability of
continuous (cw) wave optical signal in a glass fiber combined with an externally applied
amplitude modulation can be utilized to produce a train of optical solitons (Hasegawa,
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Fig. 4. Illustrative example of the temporal-spatial dynamics of the induced modulation
instability and the Fermi-Pasta-Ulam recurrence effect calculated in the framework of the
canonical NLSE model : (a) the intensity distribution; (b) the corresponding contour map.

1984). In the sense that the external modulation induces the modulation instability, Hasegawa
called the total process as the induced modulation instability. To demonstrate the induced
modulation instability (IMI), following Hasegawa, we solved the NLSE numerically with
different depths and wavelength of modulation of cw wave. The main features of the induced
modulation instability are presented in Fig.4. In Figure 4, following Hasegawa (Hasegawa,
1984), we present the total scenario of IMI and the restoration of the initial signal due to the
Fermi-Pasta-Ulama recurrence effect. In our computer experiments, we have found novel and
interesting feature of the IMI. Varying the depth of modulation and the level of continuous
wave, we have discovered the effect which we called a "quantized" IMI. Figure 5 shows typical
results of the computation. As can be clearly seen, the high-intensity IMI peaks are formed
and split periodically into two, three, four, and more high-intensity peaks. In Fig.5 we present
this splitting ("quantization") effect of the initially sinus like modulated cw signal into two
and five high-intensity and "long-lived" components.
The Peregrine soliton can be considered as the utmost stage of the induced modulation
instability, and its computer simulation is presented in Fig.6 When we compare the
high-energy peaks of the IMI generated upon a distorted background (see Figs.4, 5) with exact
form of the Peregrine soliton shown in Fig.7(a) we can understand, how such extreme wave
structures may appear as they emerge suddenly on an irregular surface such as the open
ocean.
There are two basic questions to be answered. What happens if arbitrary modulated cw
wave is subjected to some form of external force? Such situations could include effects of
wind, propagation of waves in nonuniform media with time dependent density gradients
and slowly varying depth, nonlinearity and dispersion. For example, in Fig.7(b), we show
the possibility of amplification of the Peregrine soliton when effects of wind are simulated by
additional gain term in the canonical NLSE. The general questions naturally arise: To what
extent the Peregrine soliton can be amplified under effects of wind, density gradients and
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Fig. 5. Illustrative example of the "quantized" induced modulation instability: (a) the
temporal-spatial behavior; (b) the corresponding contour map.

slowly varying depth, nonlinearity and dispersion? To answer these questions, let us consider
the dynamics of the Peregrine soliton in the framework of the nonautonomous NLSE model.
In the previous chapters, the auto -Bäcklund transformation has been used to find soliton
solutions of the nonautonomous NLSE model. Now, we consider another remarkable method
to study nonautonomous solitons. The following transformation

q(x, t) = A(t)u(X, T) exp [iφ(X, T)] (59)

has been used by Serkin and Hasegawa in (Serkin & Hasegawa, 2000a;b; 2002) to reduce the
nonautonomous NLSE with varying dispersion, nonlinearity and gain or loss to the "ideal"
NLSE

i
∂u

∂T
+

σ

2

∂2u

∂X2
+ |u|2 u = 0,

where the following notations may be introduced

A(t) =
√

P(t); X = P(t)x; T(t) =

t∫

0

D(τ)P2(τ)dτ; (60)

φ(X, T) =
1

2

W(R, D)

R3
X2 − ϕ (X, T) , (61)

where ϕ (X, T) is the phase of the canonical soliton.
It is easy to see that by using Eq.(59-61), the one-soliton solution may be written in the
following form

q+1 (x, t | σ = +1) = 2η̃0 A(t)sech [2η̃0X + 4η̃0κ̃0T(t)]
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Fig. 6. Illustrative examples of the Peregrine soliton dynamics: (a) - classical Peregrine soliton
calculated in the framework of the canonical NLSE model; (b) its behavior under linear
amplification associated with continuous wind.

× exp

{
i

[
1

2

W(R, D)

R3
X2 − 2κ̃0X − 2(κ̃0

2 − η̃0
2)T(t)

]}
,

η̃0 =
D0

R0
η0; κ̃0 =

D0

R0
κ0; P(t) = R(t)/D(t). (62)

The transformation (59) can be applied to obtain all solutions of the nonautonomous NLSE
(30) and, in particular, the nonautonomous rational solutions known as the Peregrine solitons.
Thus, the Peregrine soliton (Peregrine, 1983) can be discovered for the nonautonomous NLSE
model as well

qP(x, t) = A(t)r(X, T) exp [iφ(T)] (63)

where

r(X, T) = 1 − 4(1 + 2iT)

1 + 4T2 + 4X2
, (64)

φ(X, T) =
1

2

W(R, D)

R3
X2 + T(t) (65)

Figure 7 shows spatiotemporal behavior of the nonautonomous Peregrine soliton. The
nonautonomous Peregrine soliton (63-65) shown in Fig.7(b) has been calculated in the
framework of the nonautonomous NLSE model (28) after choosing the parameters λ0 = Ω =
0, D2 = R2 = 1 and the gain coefficient Γ(t) = Γ0/(1− Γ0t). Somewhat surprisingly, however,
this figure indicates a sharp compression and strong amplification of the nonautonomous
Peregrine soliton under the action of hyperbolic gain which, in particular, in the open ocean
can be associated with "hyperbolic hurricane wind".
It should be stressed that since the nonautonomous NLSE model is applied in many other
physical systems such as plasmas and Bose-Einstein condensates (BEC), the results obtained
in this Section can stimulate new research directions in many novel fields (see, for example,
(Bludov et al., 2009; Yan, 2010)).
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Fig. 7. (a) Autonomous and (b) nonautonomous Peregrine solitons calculated within the
framework of the model (63-65) after choosing the soliton management parameters Γ0 = 0.33.

8. Nonautonomous KdV solitons

Notice, that the nonlinear evolution equations that arise in the approach of variable spectral
parameter contain, as a rule, an explicit dependence on the coordinates. Our general approach
makes it possible to construct not only the well-known equations, but also a number of new
integrable equations (NLSE, KdV, modified KdV, Hirota and Satsuma and so on) by extending
the Zakharov–Shabat (ZS) and AKNS formalism. In particular, Eqs.(9,10) under the conditions
(11) with a2=0, a3=−4iD3 and R=1 become

QT = −D3QSSSS3
x − 6iD3QSS ϕSS3

x + 3iD3σF2γQ2 ϕSSx + 6D3σF2γQQSSx (66)

+QS
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−St + λ1S − V1Sx − 6iD3 ϕSSS3
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4
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2
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x +

1

2
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x

)
,

Eq.(66) can be rewritten in the independent variables (x, t)

Qt = −D3Qxxx − 6iD3Qxx ϕx + 3iD3σF2γQ2 ϕx + 6D3σF2γQQx (67)

+Qx

(
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3

4
D3 ϕ2

x

)

−iQ

[
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2
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1

2
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1

2
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− iQ

(
−1

8
D3 ϕ3
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.
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Fig. 8. Nonautonomous KdV solitons calculated within the framework of the model (71) after
choosing the soliton management parameters α = 0.15, η10 = 0.40, η20 = 0.75. On the left
hand side the temporal behavior is presented, while the corresponding contour map is
presented on the right hand side.

Let us consider the simplest option to choose the real solution Q(x, t), which leads to the only
possibility of ϕ = λ1 = 0. In this case, Eq.(67) is reduced to the KdV with variable coefficients

Qt − 6σR3(t)QQx + D3(t)Qxxx +
1

2

W(D3, R3)

D3R3
= 0, (68)

where the notation R3(t) = F2γD3(t) has been introduced. It is easy to verify that Eq.(68) can
be mapped into the standard KdV under the transformations

Q(x, t) =
D3(T)

R3(T)
q(x, T),

where T =
t∫

0

D3(τ)dτ so that q(x, T) is given by the canonical KdV:

qt − 6σqqx + qxxx = 0.

Applying the auto-Backlund transformation, we can write down the two-soliton solution of
the nonautonomous KdV

Q2(x, t) = −2σ(β1 − β2)
D3(T)

R3(T)

N1

D1
, (69)

where
N1 = β1 (sinh ξ2)

2 + β2 (cosh ξ1)
2 , (70)

D1 =
[√

2β1 sinh ξ1 sinh ξ2 −
√

2β2 cosh ξ1 cosh ξ2

]2
,

ξi =
√

βi/2 (x − 2βiT) , βi = 2η2
0i, i = 1, 2;

and η02 > η01 are initial amplitudes of the solitons.
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Fig. 9. Nonautonomous KdV solitons calculated within the framework of the model (72) after
choosing the soliton management parameters α = 2.0, β = −0.25, η10 = 0.40, η20 = 0.75.

As two illustrative examples, in Fig.8, we present the behavior of nonautonomous KdV soliton
in the framework of the model

Qt − 6σQQx + exp(αt)Qxxx −
1

2
αQ = 0 (71)

with lineal gain (or loss) accompanying by exponential variation of the dispersion coefficient;
and in Fig.9 we show the dynamics of the KdV soliton in the nonautonomous system
described by the model

Qt − 6σQQx + [1 + β cos(αt)] /(1 + β)Qxxx +
αβ sin(αt)

2 [1 + β cos(αt)] (1 + β)
Q = 0 (72)

where D3(t) = [1 + β cos(αt)] /(1 + β), R3(t) = 1.
It is important to compare our exactly integrable nonautonomous KdV model with the model
proposed by Johnson to describe the KdV soliton dynamics under the influence of the depth
variation (Johnson, 1997) and given by

uX − 6σD(X)−3/2uuξ +D(X)1/2uξξξ +
1

2

DX

D u = 0. (73)

We stress that after choosing the parameters R3(t) = D(t)−3/2 and D3(t) = D(t)1/2, the

potential in Eq.(68) becomes
W(D3,R3)

D3R3
= −2D′/D, which is very nearly similar to the potential

in Eq.(73) calculated by Johnson (Johnson, 1997).

9. Conclusions

The solution technique based on the generalized Lax pair operator method opens the
possibility to study in details the nonlinear dynamics of solitons in nonautonomous nonlinear
and dispersive physical systems. We have focused on the situation in which the generalized
nonautonomous NLSE model was found to be exactly integrable from the point of view of
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the inverse scattering transform method. We have derived the laws of a soliton adaptation
to the external potential. It is precisely this soliton adaptation mechanism which was of
prime physical interest in our Chapter. We clarified some examples in order to gain a
better understanding into this physical mechanism which can be considered as the interplay
between nontrivial time-dependent parabolic soliton phase and external time-dependent
potential. We stress that this nontrivial time-space dependent phase profile of nonautonomous
soliton depends on the Wronskian of nonlinearity R(t) and dispersion D(t) and this profile
does not exist for canonical NLSE soliton when R(t) = D(t) = 1.
Several novel analytical solutions for water waves have been presented. In particular,
we have found novel solutions for the generalized Peregrine solitons in inhomogeneous
and nonautonomous systems, "quantized" modulation instability, and the exactly integrable
model for the Peregrine solitons under "hyperbolic hurricane wind". It was shown that
important mathematical analogies between optical rogue waves and the Peregrine solitons
in water open the possibility to study optical rogue waves and water rogue waves in parallel
and, due to the evident complexity of experiments with rogue waves in oceans, this method
offers remarkable possibilities in studies nonlinear hydrodynamics problems by performing
experiments in the nonlinear optical systems.
We would like to conclude by saying that the concept of adaptation is of primary importance
in nature and nonautonomous solitons that interact elastically and generally move with
varying amplitudes, speeds, and spectra adapted both to the external potentials and to the
dispersion and nonlinearity changes can be fundamental objects of nonlinear science.
This investigation is a natural follow up of the works performed in collaboration with
Professor Akira Hasegawa and the authors would like to thank him for this collaboration.
We thank BUAP and CONACyT, Mexico for support.
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