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1. Introduction 

Flash memory is a non-volatile storage device that can retain its contents when the power is 
switched off. Generally, it is a form of an electrically erasable programmable read-only 
memory (EEPROM) that offers several excellent features such as less noise, solid-state 
reliability, lower power consumption, smaller size, light weight, and higher shock resistant [1 – 
5]. Flash memory acts as a slim and compact storage device. It’s main applications are such as 
compact flash (CF), secured digital (SD), and personal computer memory card international 
association (PCMCIA) cards, for storage and data transfer in most portable electronic gadgets 
such as mobile phones, digital cameras, personal digital assistants (PDAs), portable media 
players (PMPs), gobal positioning system receivers (GPS), just to name a few.  
 

 

Fig. 1. Diverse applications of flash memory as embedded systems. 
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The demand for flash memory has reformed its usage to wide areas. For instance, as 
illustrated in Figure 1, flash memory is extensively used as embedded systems in several 
intelligent and novelty applications such as household appliances, telecommunication 
devices, computer applications, automotives and high technology machinery.  

2. Flash memory architecture 

As shown in Figure 2, flash memory is a block and page based storage device. The page unit 

is used to store data where a group of pages is referred to as a block. The page unit is 

partitioned into two areas, namely, 1) Data and 2) Spare. The data area is used to store the 

actual data while the spare area is used to store the supporting information for the data area 

(such as bad block identification, page and block data structures, error correction code 

(ECC), etc.). According to present production practices, the page size is fixed from 512 B to 4 

KB, while the block size is between 4 KB and 128 KB [18]. Figure 3 shows the attributes of a 4 

GB flash memory. 

 

 

Fig. 2. Block and page layout in flash memory. 

There are two different types of flash memory in the current market, namely, 1) NOR-flash, 

and 2) NAND-flash [2, 6]. The main distinction between both types is the I/O interface 

connection mechanism to the host system. The NOR-flash employs a memory mapped 

random access interface with a dedicated address and data lines that are similar to random 

access memory (RAM). Besides that, it is a byte-addressable data accessing device that 

permits random I/O access with higher performance in reading functionality. On the 

contrary, data access in NAND-flash is controlled and managed through two indirect I/O 

interface logic methods. They are the emulating block accessing method referred to as the 

flash translation layer (FTL) and native file system. The FTL allows physical accessing units  
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Fig. 3. Flash memory attributes and specifications. 

(block and page) to be addressed as a set of different accessing units (such as 512 B, 2 KB, 4 

KB, depending on the manufacturers). In the native file system, the device accessing unit 

can directly be accessed without the translation layer. An example of the native file system 

employed in NAND-flash is the journaling flash file system (JFFS) [7] and yet another flash 

filing system (YAFFS) [23]. For application purposes, the NOR-flash is used for small 

amounts of code storage while the NAND-flash is mostly used in data storage applications 

since its characteristic are more similar to disk storage.  

3. Flash memory characteristics 

The characteristics of the flash memory can be summarized as follows [8, 9]:  

i. Free accessing time penalties: The flash memory is a semiconductor device which 

eliminates the use of mechanical components. This allows the time required to access 

data to be uniform, regardless of the data’s location. For instance, let’s say both data a 

and data b, which are 4 KB in size each, are randomly located in block i and k (see 

Figure 4). The total time required to retrieve data a is 0.088 ms and data b is retrieved 

directly after retrieving data a.  

Data accessing (retrieving and storing) in flash memory is carried out in three phases, 1) 

Setup, 2) Busy, and 3) Data transfer [24]. The accessing command is initialized in the 

setup phase. In the busy phase, the required data is temporarily loaded into the flash 

memory I/O buffer within a fixed accessing time. Then, the stored data in the I/O 

buffer is transferred sequentially to the host system at every fixed serial access time 

during the data transfer phase. Similarly, the storing/writing process also requires 

constant access time, wherever the location might be. 
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Fig. 4. Data accessing in flash memory array. 

ii.  Out-place updating scheme: Data updating in the flash memory is performed via an 
out-place scheme rather than an in-place scheme. Due to its EEPROM characteristic, if 
the in-place scheme is employed, the block where the updated data is located needs to 
be erased first before the data can be restored into the similar location. Furthermore, 
block erasure in flash memory is time consuming that can degrade I/O performance. 
Thus, the out-place scheme is employed where the updated data is stored into a new 
location while its original copy is set as garbage and will not be used any further [10 – 
11] (see Figure 5). The main purpose of the out-place scheme is to avoid block erasure 
during every update process.  

 

 

Fig. 5. The out-place updating scheme in the flash memory. 
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Due to the out-place scheme, the page in flash memory falls into three states, namely, 1) 
Free, 2) Valid, and 3) Invalid. The free state is when a page contains no data and is ready 
for storing/writing a new or updated data. The valid state is a page that contains the 
current version of the data while the invalid state refers to a page that contains garbage. 
In addition, the block status can either be active or inactive [12 – 13] due to the page 
states.   

iii. Asymmetric accessing time and unit: There are three types of access functions in 
flash memory. They are 1) Read, 2) Write/program, and 3) Erase. Each function is 
realized in an asymmetric accessing unit and time (see Figure 3). The write function 
takes an order of magnitude longer than the read function and both are carried out in 
page unit, while the erase function requires the longest access time which is 
performed in block unit. The read function fetches a valid data from a valid target 
page, while the write function stores data (either new or updated) into a free target 
page. On the contrary, the erase function is used to erase an active or an inactive 
block with free or invalid pages. 

iv. Bulk cleaning with limited block life cycle: The cleaning process is essential in flash 

memory due to the employed out-place updating scheme. The cleaning process is 

carried out on block unit rather than page unit. The block may contain valid data, thus, 

before initiating the process, all valid data residing in the block must be copied out into 

available free spaces in other free blocks. However, each block could be tolerant with a 

limited number of erasure cycles, for example one million (106) cycles. Exceeding the 

erasure cycles will cause the block to become unreliable and spoiled, permanently. For 

example, a multi-level cell (MLC) block type typically supports 10,000 erasure cycles. If 

the same block is erased and then re-programmed every second, the block would 

exceed the 10,000 cycle limit in just three hours. Thus, wear-leveling policy that wears 

down all memory blocks as evenly as possible is necessary [14, 15].  

4. Cleaning process in flash memory 

The cleaning process in flash memory refers to the process of collecting the garbage 

scattered throughout the memory array and then reclaiming them back into free space due 

to the out-place updating scheme. It is an essential process to guarantee free space 

availability on the memory array to ensure new data can be continually stored. However, 

the cleaning process is carried out by the erase function and involves bulk size of data rather 

than specific locations. The valid data in the block must be copied into the other blocks (free 

cells) first, before the cleaning can be initiated. Besides, each flash memory block could 

tolerate with an individual erasure lifetime. Frequently erasing blocks causes the blocks to 

become unreliable and thus, reduces physical device capacity.  

The effectiveness of the cleaning process is heavily dependent on the efficient cleaning 

algorithm as well as the data allocation scheme employed by the flash memory system. 

Moreover, the cleaning process and the block utilization level are key to the cleaning process 

performance and have substantial impact on the access performance, energy consumption 

and block endurance [1, 10, 14]. Block utilization is the ratio between valid cells and total 

cells and it is represented in percentage. Two categories of cleaning processes in flash 

memory are 1) Automatic, and 2) Semi-automatic [16]. Both processes are initiated routinely 

by the flash memory controller.   
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4.1 Automatic cleaning 

The automatic cleaning process is automatically commenced when a particular block’s state 
in the memory array turns from an active to an inactive (all pages in the block have turned 
into invalid state or mixing with several number of free pages). Since there is no valid data 
copying process required, the block can be erased in the background during execution of the 
current I/O operations (such as read or write) from/into the memory array. Accordingly, 
this process requires a constant erase accessing time (Et) where the target block ID is given 
to the memory controller to erase. Moreover, only a single inactive block (also known as 
victim block) can be erased each time the automatic cleaning process is commenced. In 
addition, the automatic cleaning process is influence by an efficient data allocation scheme 
engaged by the flash memory. There are several data allocation schemes in flash memory 
that share identical queuing techniques with a CPU scheduling policy such as first come 
first serve (FCFS), first re-arrival first serve (FRFS), online first re-arrival first serve (OFRFS), 
and Best Matching (BestM) [12 – 13]. Unlike CPU scheduling policies, the main objective of 
the data allocation scheme in the flash memory is to minimize the amount of active blocks 
required. The scheme requires the lowest amount of active blocks to minimize the amount 
of blocks to be erased when the actual cleaning process is initiated due to the limitation of 
the out-place updating scheme.  
For example, let’s say file A has been partitioned evenly into five parts (denoted by a, b, c, d, 
and e). Assume the accessing pattern of the file is a, b, c, d, a, b, b, a, c, d, a, b, c, d, a, b, d, a, c, c, 
d, a, b, c.  The snapshot of storing each of the accessed data into the flash memory consisting 
of 10 blocks with 4 pages (each, sequentially) is shown in Figure 6. Firstly, the first four 
accessed data are stored sequentially in block b1. When storing the second accessed data d 
(the 10th appearance data in the access pattern) into the second free page in block b3, block b1 

 

 

Fig. 6. Automatic cleaning process in sequential data allocation scheme. 
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turns into an inactive state and can be erased automatically. Then, block b2 is erased when 
storing the last free page in block b3 with data b. Block b3 is erased when finish storing the 5th 
appearance of data b into the last free page of b4. At the end of the access pattern, only block 
b6 is in the active state. When the inactive block is erased, all of its pages are changed into 
the free state and the block is ready for storing new or updated data.    

4.2 Semi-automatic cleaning 

Semi-automatic cleaning is commenced when the memory array free spaces reach a certain 
threshold, for instance, when the available free space is fewer than 20% – 35% of the total 
memory space. Two primary goals of the semi-automatic cleaning process are: 1) Minimizing 
cleaning cost, and 2) Wearing blocks evenly. Unlike the automatic cleaning process, single or 
multiple active block(s) can be cleaned simultaneously when the semi-automatic process has 
been initiated. Therefore, since the blocks to be cleaned contain valid data, the data needs to 
be migrated first before the cleaning process can be initiated and the current memory 
operations are temporarily halted. It is resumed when the process has ended. Besides, the 
cleaning cost required is inconsistent and it solely depends on the block utilization (ui) level 
and the number of active blocks involved in the cleaning process. The cleaning cost is the 
total access time required to erase the victim blocks which includes several reads and writes 
accessing time (depending on the block utilization levels) plus the erasure time. In short, it 
can be simplified as in Equation 1 [17]. Block utilization is the ratio between valid pages and 
total pages.  

    10 75i t t tT b R W E      (1) 

In Equation 1, the write function is assumed to be 10 times slower than the read function 
while the erase function is 75 times slower than the read function. Figure 7 presents the 
cleaning cost required for cleaning a single victim block in the memory array. To illustrate 
this, assume a block containing 64 pages, and the block utilization level is between 0 and 100 
%. The actual time for read, write and erase access functions were taken from Figure 3.  
 

 

Fig. 7. The cleaning cost for single block. 
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As illustrated in Figure 8, the semi-automatic cleaning is undertaken in three stages. First, a 
victim block (b1) to be cleaned is selected. Second, all valid pages residing in block b1 are 
identified (e.g., a, b, c, and d) and copied/migrated into free pages in block b3 (initially, b3 is 
in an inactive state). In the last stage, block b1 is erased when all the valid pages have been 
copied. Since multiple victim blocks can be erased simultaneously, the process could affect 
the current I/O operational functions. Therefore, the numbers of victim blocks becomes a 
crucial factor in the semi-automatic cleaning process. Unlike the automatic cleaning process, 
there are several important issues that need to be considered in semi-automatic cleaning. 
The four main issues in the semi-automatic cleaning process are 1) Execution time, 2) Victim 
block selection procedure, 3) Victim block amount, and 4) Valid data re-organization [18]. 
 

 

Fig. 8. Three stages in the semi-automatic cleaning process.  

The execution time issue refers to the time to initiate the cleaning process, either periodically 
or according to memory free space availability. The victim block selection procedure refers 
to the method used to select the block to be erased and the straight forward approach is 
selecting a victim block that contains the largest amount of garbage. Other parameters 
include cost to erase, block lifespan, erasure count, and age of data [1, 10, 21, 22]. Again, the 
victim block amount issue in the semi-automatic cleaning enables single or multiple victim 
blocks to be erased simultaneously. On the other hand, both approaches have their own 
pros and cons. Cleaning a single block requires smaller access time but it also requires many 
erase operations. In contrast, erasing multiple blocks can distract the execution of normal 
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I/O operational system execution [18], but multiple victim blocks cleaning helps in 
reorganizing many valid data and can also help in reducing the number of blocks to be 
further erased. Then, the valid data re-organization issue refers to the process of copying the 
valid data in the victim block into a new free location in the available active blocks. The 
common approach is the valid data clustering technique, where valid data will be grouped 
into the similar block according to the data feature (such as regularly modified, irregularly 
modified, data time-stamp, and related data file). Thus, in order to improve the semi-
automatic cleaning process performance, a number of studies that focuses on determining 
victim blocks have been proposed. The accompanying table shows the summary of the 
studies. In addition, the cleaning cost in the semi-automatic process depends on two 
important parameters, namely, 1) Number of victim blocks and 2) Amount of valid data. The 
cleaning cost will be extremely boosted when both parameters increase. However, the 
number of active blocks is not fixed and it is a controllable parameter. Due to this, by 
employing a proper allocation scheme, the amount could be minimized since the inactive 
block can be erased at the background.  
 

Cleaning scheme Victim block selection procedure/equation Wear-leveling 
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 
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S-Greedy (S-GR) 
[22] 

Based on GR algorithm and focus on valid data 
distribution 

Yes 

ui: block i utilization level.  a: the last invalidation time in the block. e: block erasure count. 

Table 1. A summary of previously proposed victim block selection algorithm. 

5. Summary  

Flash memory offers several superior features as a secondary storage and has recently been 
employed in many consumer electronic gadgets. However, due to the hardware operational 
characteristics, especially the out-place updating scheme, several challenges have emerged 
in terms of data management in designing and implementing an efficient data storage 
system. There are existing issues that influence flash memory performance, which are 
related to the cleaning process in order to allow data storage continuity. Both the automatic 
and the semi-automatic cleaning processes are two important issues in guaranteeing 
cleaning process performance in the flash memory. The automatic cleaning is directly 
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related with the efficient data allocation schemes where the cleaning can be initiated without 
having to disturb the current operations in the flash memory. Although only single inactive 
blocks can be cleaned every time the process is initiated, when the amount of active-to-
inactive state conversion increases, the cleaning performance of the flash memory is 
guaranteed since the inactive block can be erased automatically without having to disturb 
current I/O operations. Conversely, the semi-automatic cleaning process is initiated 
according to a memory array free space threshold or it can be initiated periodically. There 
are several parameters employed in establishing the victim block to be erased such as 
cleaning cost, erasure count, age of data, block utilization, etc. Although the cleaning can be 
initiated on multiple victim blocks, the process can impose a blocking time that would 
distract the normal I/O operation execution on the memory. On the other hand, the 
efficiency of re-organizing the valid data in the victim blocks could influence the cleaning 
process performance further. The well-organized valid data in the new active block will 
group the regular and irregular accessed data into different blocks and could further 
increase the amount of inactive blocks. The increase of inactive blocks in the memory array 
would increase the automatic cleaning process and guarantee flash memory performance.  
Thus, both cleaning processes are important in order to improve the cleaning process 
performance in flash memory as well as its endurance. 
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