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1. Introduction

Traffic flow is the study of interactions between vehicles, drivers and related infrastructure
with the goal of understanding and developing an efficient road network. A number of
devices have been implemented for monitoring traffic flow such as magnetic strips and radar
detectors (Haidarian-Shahri et al. (2007)). All these devices have served for a very specific
purpose. However, they do not provide as much information of the scene as cameras may do.
The resulting information acquired from cameras should be properly processed to monitor
vehicles’ behavior. Vision-based techniques have been increasingly used to extract useful
traffic information from image sequences such as vehicle count, vehicle flow, vehicle speed,
vehicle classification, and lane changes. All these tasks require an accurate vehicle tracking
(Zhu et al. (2009)).
Vehicle tracking is a technique that generates the trajectory of the vehicle over time by locating
its position in every frame of an image sequence (Yilmaz (2006)). Usually, vehicle tracking
requires three initial steps, namely, (a) choosing a suitable object representation, (b) selection
of image features used as an input for the tracker and (c) vehicle detection. Vehicle detection is
considered a difficult task, as an appropriate feature selection is needed to deal with the visual
complexity of the road scene that may include congestions, shadows, weather incidences,
headlights, road conditions and other traffic participants (Coifman et al. (1998)).
Different approaches can be used to carry out the vehicle detection task, such as point
detectors, background subtraction, segmentation or supervised learning methods. The
selection of discriminative features plays a critical role because they should be so unique as to
be easily distinguished in a feature space (Yilmaz (2006)).
Texture is considered to be a rich source of information about the nature and the
three-dimensional shape of objects. It is defined by Petrou (2006) and Materka & Strzelecki
(1998) as complex visual patterns and subpatterns with singular properties such as brightness,
color and size. There exist different approaches for texture modeling, such as statistical
models, structural models and models based on transforms. Nevertheless, texture by itself
is not enough to differentiate among different objects because contrasting surfaces cause false
positives detections (Sun et al. (2006)).
Color is considered a relevant feature when dealing with the perception of static and moving
images. Visual contrast is useful to filter information present in each color component
(Trémeau et al. (2008)) and to distinguish among similar gray-scale intensities (Barilla-Pérez
& Spann (2008)).
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2 Image Segmentation

The combination of color and texture have been proved to achieve better results and could
be exploited more effectively when integrated than when treated in isolation (Barilla-Pérez
& Spann (2008)). In this chapter we propose two segmentation methods based on color and
texture to solve the problem of differentiating vehicles from the background. Both features
were used under the following assumptions:

• Road color is considered homogeneous because the road surface is made of the same
material.

• An abrupt difference between the color of the road and the color of the vehicles is useful
to discriminate them from each other.

• Even if vehicles are similar in color to the road, car and road textures are different. Thus,
texture may still be used to effectively discriminate between road and cars.

In this chapter two methods are described for vehicle detection by segmenting the regions they
occupy, both methods use color and texture as main features. The first method uses L*u*v*
color space and the Dual-Tree Complex Wavelet Transform (DTCWT) for texture modeling
and a simple background identification to carry out the vehicle detection. The second method
is based on a change detection technique that integrates the intensity and texture differences
between the current frame and a previously modeled background. L*u*v* color space is
also used in this method and texture differencing measure is based on a function between
gradient vectors. In both methods, an additional process is also applied using morphological
operations to improve the detection of the regions that describe the vehicles.
The chapter also includes an overview of related work and a detailed description of how
color and texture features can be properly combined with both approaches to achieve accurate
vehicle detection results. An experimental comparison of the two vehicle detection methods
is performed both qualitatively and quantitatively. The Outex framework have been used
in order to compare the accuracy of both methods (Ojala et al. (2002)). Finally, the work is
summarized and results are discussed.

2. Overview of previous work

This section presents an overview of relevant vision-based vehicle detection systems. Vehicle
detection using optical sensors is a very challenging task due to the various conditions found
in any road scene. The variability of such conditions may be caused by the weather, by
illumination changes, by the presence of shadows and by the numerous objects that are part
of the scene. Additionally, vehicle features such as shape, size and color are not always
sufficient for a reliable detection as the appearance of a vehicle also depends on its pose
and its interaction with other traffic participants. In this section we identify several methods
for vehicle detection, namely, background extraction methods, edges detection methods and
statistical-based approaches. We also review previous works that deal with the occlusion
problem as well as with the shadow removal problem.

2.1 Background subtraction

Background subtraction for vehicle detection methods compare each video frame against a
reference background model. Assuming that all moving objects are vehicles, the elements in
the current frame that are significantly different from the background model are considered
the objects of interest. Methods for building a background model include estimates based on
median filters (Cucchiara et al. (2003); Lo & Velastin (2001); Zhou & Aggarwal (2001)), Kalman
filters (Halevy & Weinshall (1999); Wren et al. (1997)), Gaussian models (Cheng et al. (2007);

274 Image Segmentation

www.intechopen.com



Color-based Texture Image Segmentation

for Vehicle Detection 3

Lee et al. (2003); Stauffer & Grimson (2000)) or simple histograms and blob formation models
(Elgammal et al. (1999); Sen-Ching et al. (2005)).

2.2 Edge detection

Edge detection methods have been used under the assumption that they are robust to
illumination changes. In order to increase robustness of vehicle detection, edges have been
used in conjunction with color information.
Tsai et al. (2007) proposed a color model to find candidate vehicles under the assumption that
vehicles colors change with lightning conditions. Possible vehicles are then actually found by
using local features such as corners, edge maps and wavelet coefficients. Eng et al. (2008)
also use color and edge information to detect vehicles. They developed a vehicle detection
method by subtracting objects from a background which is previously modeled by color
and edges. Techawatcharapaikul et al. (2008) proposed a method for vehicles and shadows
segmentation using temporal edge density information from adjacent frames. Mo & Zhang
(2010) have detected vehicles by finding their voting center which is then used to implement
a traffic analysis system. The vehicles voting centers are calculated by matching the results of
a segmentation process with a previously learned spatial distribution of the objects of interest.

2.3 Statistical-based approaches

Wang & Lien (2008) proposed an statistical approach for vehicle detection based on the vector
projection of three main local features of vehicles, namely the roof and the two headlights.
Both Principal Component Analysis (PCA) and Independent Component Analysis (ICA) techniques
are combined in order to improve the tolerance of the detection process under illumination
variations and for vehicle position. Although the authors show very promising results, it is
unclear if the method is robust under significant rotations of the main local features of the car.
An additional work using a graph-based approach that considers the identity of neighboring
vehicles has been proposed by Shahri et al. (2007). Their results showed that vehicle tracking
is feasible, even for low quality and low frame rate traffic cameras.

2.4 Handling occlusions

Occlusion is one of the most difficult problems associated with vehicle detection. In order
to address this problem Kamijo et al. (2000) proposed a method based on a Spatio-Temporal
Markov Random Field model that considers the texture correlation between consecutive images
and the correlation among neighbors within an image. This algorithm requires only gray scale
images and does not assume any physical models of the vehicles. Even though occlusions in
the scene happened in very complicated manners (vehicles appear in various shapes and they
move in unpredictable ways), the method achieved a success rate as high as 95%.
Also to detect and handle vehicle occlusions, Zhang et al. (2008) presented a framework
composed of three levels named intraframe, interframe, and tracking. On the intraframe
level, occlusions are handled by evaluating the size of vehicles. On the interframe level,
occlusions are detected by using the motion vectors of vehicles. On the tracking level,
occlusions are handled while tracking the vehicle by performing a bidirectional occlusion
reasoning algorithm. Most partial occlusions are handled on the intraframe and interframe
levels, and full occlusions are handled on the tracking level. In addition to this work,
Zhang & Yuan (2007) used low-resolution images for detecting and tracking vehicles as
most of these images were captured far from the vehicles. The authors used borders to
build a model to find outliers that can differentiate the vehicle from another object in the
scene. Kalman Filters in combination with the body’s radius allow handling total and
partial occlusions when obstacles blocked the view of the vehicle. This method requires
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very low-resolution images to work correctly. Earlier research efforts for solving vehicle
occlusions on monocular traffic-image sequences (Pang et al. (2004)) and for detecting and
tracking vehicles by segmenting scenes with severe occlusions (Gentile et al. (2004)) have
been published. However, based on their experimental results, Zhang et al. (2008) stated that
“quantitative evaluation and comparison demonstrate that the proposed method outperforms
state-of-the-art methods”.

2.5 Shadows removal

Shadows interfere with moving vehicle detection because they cause erroneous segmentation
of objects. For this reason, there is a recent interest on developing algorithms to deal with
shadows of the vehicles present in the scene. Chen et al. (2010) have removed shadows from
the luminance component of an image while keeping the chrominance components intact.
Fang et al. (2008) have used spectral and geometrical properties of shadows to create a model
to eliminate them from the scene. This method is considered a previous step before the actual
vehicle detection.

2.6 Driver assistance

For traffic monitoring tasks it is crucial to detect the lane and other features of the road and
then identify the presence of other vehicles. Kastrinaki et al. (2003) present a survey on
video-based systems considering both areas of road traffic monitoring and automatic vehicle
guidance. In their paper, the authors survey methods for the two main subtasks involved
in traffic applications, i.e. the automatic lane finding and vehicle detection. Two particular
cases are considered in this paper. The first one is the case in which a static camera (usually
located in a high position) observes a road scene for the purpose of traffic surveillance. In
the second case at least one camera is mounted on a vehicle that moves in a dynamic road
scene. In a later work, Sun et al. (2006) present an extended review of systems for vehicle
detection for on-board automotive driver assistance systems. For the methods summarized
in this paper, the camera is mounted on the vehicle. Diaz-Alonso et al. (2008) have proposed
an aid system to help the driver in overtaking and lane changing decisions. These tasks are
addressed with an optic-flow-driven scheme, focusing on the visual field in the side mirror by
placing a camera on top of it.

3. Color-based texture segmentation

Color-based texture segmentation is a process that divides an image into homogeneous
regions using both color and textures features to distinguish from non-similar regions
(Barilla-Pérez (2008)). Using more than one descriptor helps to improve the segmentation
process when the descriptors are visually relevant and they can be integrated to obtain a single
similarity measure.
In this section, a color-based texture segmentation algorithm originally proposed by
Mejia-Iñigo et al. (2009) is described. The algorithm uses a feature vector based on color and
texture to differentiate vehicles from the background. This selection of features is based on
the assumptions listed in Section 1.

3.1 Texture and color

Texture is regarded as a rich source of information about the nature and three-dimensional
shape of objects (Petrou (2006)). It consists of complex visual patterns and subpatterns with
singular properties such as brightness, color and size (Materka & Strzelecki (1998)). There
exist different approaches for texture modeling, such as statistical models, structural models
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and models based on transforms. Materka & Strzelecki (1998) suggested that transform
methods permit the variation of spatial resolution to represent textures at different scales.
In this sense, Wavelet Transform is a viable method to obtain time-frequency localization
analysis and to identify stationary and non-stationary textures. As a framework, the Dual-Tree
Complex Wavelet Transform (DTCWT) overcomes several difficulties present in other Wavelet
Transform methods (Selesnick et al. (2005)) and offers the following advantages:

• Nearly shift invariance. When the transform is applied, the results seem to be mildly
affected by translations in the original input.

• Directional selectivity. A resulting set of 6 different positive and negative directions: 15◦,
45◦ , 75◦ , -15◦ , -45◦ and -75◦.

• Moderate redundancy. The redundancy introduced by Complex Wavelets is 2d:1 for d
dimensions (Kingsbury (1999)).

 !"  #"

 $"  %"  &"

 '"  ("  )"

Fig. 1. Directional results of applying the Dual-Tree Complex Wavelet Transform to L*
component (b) of a car image (a) for (c) 75◦, (d) -75◦, (e) 15◦, (f) -15◦, (g) 45◦ and (h) -45◦

directions

Color is perceived as a non-linear psycho-visual system too complex to be modeled by a
simple function (Bovik & Bovik (2000)). The L*u*v* color space is considered one of the
most suitable color spaces to represent human perception, as it is perceptually uniform
(Malacara (2001)). Its L* component provides lightness information useful to describe texture
by illumination changes on the surface of the object, whereas u* and v* provide chrominance
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information about the pixel values. Compared to other color spaces, L*u*v* has been proved
to achieve high success rates for image segmentation when using texture and color features
(Barilla-Pérez (2008)).

3.2 Feature extraction

Let be IL∗u∗v∗ (x, y) a color image in the L*u*v* color space of size M× N where {x = 0, ..., M−
1} and {y = 0, ..., N − 1}. For the color plane IL∗ (x, y) of the image IL∗u∗v∗ (x, y), we compute

W(s,b)
IL∗

(i, j) = DTCWT{IL∗ (x, y)}. (1)

where W(s,b)
IL∗

(i, j) are the wavelet coefficients as complex numbers, {s = 1, ..., S} represents

the levels of resolution from the highest to the lowest and {b = 1, ..., 6} indicates the number
of subbands produced by the wavelet transform at scale s. The size of the subbands b at scale

s is M
2s × N

2s where {i = 0, ..., M
2s − 1} and {j = 0, ..., N

2s − 1}. Computing the modulus of the
wavelet coefficients yields its energy. The feature vectors are constructed from this energy
combined with the chrominance components u* and v*.
Vehicles traveling on a one-direction road have texture qualities in different directions, but
if the vehicles are moving towards the capture device we only consider -75◦ and 75◦ given
that these two components provide more information about the vertical displacement of the
vehicles (see Fig. 1). Also, DTCWT can be applied successively until scale s = S is achieved.
Considering the resolution of the images, a S = 3 feature vector limit is employed.
L*u*v* color space components are separated in chrominance and lightness information
(Sangwine et al. (1998)). DTCWT is applied on the L* component at different coarseness
levels because texture features are considered to be more sensitive to lightness and scale
changes. In contrast, color remains almost invariant to different textures variations. By
reducing DTCWT components, the dimensional space of the feature vector is also reduced
to decrease computational cost. The feature vector extraction process is depicted in Fig. 2.
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Fig. 2. Feature vector extraction and wavelet components.
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3.2.1 Segmentation

Once the feature vectors have been calculated, the coarsest level at scale S is processed to
obtain a global initialization that will be used to segment higher-resolution vectors. K-means
clustering was used to provide this initial segmentation.
The reason for using K-means clustering is that can be easily implemented and provides a
good reference to identify the most representative k macro-textures for the coarsest level s = S
(Barilla-Pérez (2008)). There are other segmentation methods that could be used to provide
this initialization, such as statistical or graph-based methods (Felzenszwalb & Huttenlocher
(2004)), but they require several parameters usually defined heuristically. In contrast, K-means
clustering only requires a k parameter to indicate the most significant regions to be identified
within the image.
Feature vectors are thought to have 2 representative regions: cars and road, so k = 2 seems
to be a reasonable parameter value. The resulting classification at scale s = S is used as an
initialization for the Expectation-Maximization method at scale s = S − 1, and the result is
used to process the feature vector at scale s = S − 2. This process is repeated until the same
action is performed to the feature vector at scale s = 1 (See Fig. 3).
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Fig. 3. Segmentation process of feature vectors at different scales.

Classification combines Multi Resolution Analysis (MRA) with a Gaussian Mixture Model to
segment images at scale s based on the segmentation provided by scale (s + 1). Segmentation
results are in the form of a binary image as depicted in Fig. 4.

3.3 Vehicle motion detection

The analyzed scene is considered static, where only the vehicles are in constant change and
the background always preserves the same texture and color. Modeling of the background is
needed to separate vehicles from the road.

3.3.1 Background modeling

Considering a scene where images are taken at a time t and an interval between frames ∆t,
it is possible to build the background from the scene using binary images. Let Frame(t) be
a frame taken at a time t; a pixel is part of the background if it keeps the same value from
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Fig. 4. Binary image obtained by a 2-cluster segmentation. The white blob is the vehicle in
motion and the white vertical stripes are divisions of the lanes.

(t − 1) to (t − m) at interval ∆t, where m can be as big as needed to classify the frame. For
the experiments discussed in this chapter, the size of m is set to 9. Equation (2) represents the
function that classifies pixels on an image at a given time.

Background(t, m) =

{

0 Frame(t − i) = Frame(t).
1 otherwise.

(2)

∀i ∈ {1, ..., m},

An example of a classified background is shown in Fig.5.d.

3.3.2 Using logic operations for vehicle detection

The background model is represented by a binary value of 1 for all possible objects that can
be described as a moving vehicle, and 0 for all objects that do not change in the images from
Frame(t − m) to Frame(t). A possible vehicle, PosVehicle, is extracted by applying the logical
AND operation between the modeled background Background(t,m) and frame Frame(t). The
resultant image contains the pixels that represent the vehicles (see Fig.5.e).

Fig. 5. Possible vehicle detection process. (a) Frame(t-2), (b) Frame(t-1), (c) current scene
Frame(t), (d) modeled background Background(t) and (e) possible vehicle.

A number of morphological operations are then used to reduce undesired elements present in
the image where the possible vehicles have been detected.
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3.3.3 Morphological processing

The resultant binary image contains the area of the vehicles along with several undesired
elements as well as small holes inside those vehicles caused by illumination changes,
background irregularities and vibrations of the capture device (Fig. 6 (a)). In order to
remove these unwanted elements while distorting the shape of the objects as little as possible,
erosion, opening, dilation and closing operations are applied (Fig. 6 (b)). These morphological
operations are useful as describe above, but there are still elements that do not belong to the
vehicle, seen as holes inside the objects of interest. Using region filling (González & Woods
(2002)), these holes can be removed to produce a more precise shape of the vehicles detected
(Fig. 6.c).

Fig. 6. Morphological processing. (a) Resultant binary image, (b) unwanted elements
removal and (c) region filling.

4. Segmentation based on lightness and texture differences

Vehicle detection can be understood as a segmentation process, which allows us to separate
the two most significative homogeneous regions in a traffic scene: (a) vehicles and (b) road.
The method described in this Section attempts to deal with time-variant objects in the scene
by differencing those regions in the current frame with a previously modeled background.
The background and current frame difference is computed using features of texture and L*
component intensities of the L*u*v* color space.

4.1 Background modeling

Vehicle detection can be achieved by building a background model and then identifying the
pixels of every frame of the image sequence that vary significatively from that model (Yilmaz
(2006)). Those pixels are assumed to be a moving vehicle.
Several techniques have been proposed to model background as they overcome different
drawbacks usually related to the scene being examined (Cheung & Kamath (2004)). These
techniques can be classified as follows:

• Recursive techniques: a single background model is updated on each input image. These
techniques required less storage, but errors in the background model can persist over the
time.

• Non-recursive methods: require an image buffer to estimate a background and variation is
estimated for each pixel. Adaptability level is very high as they do not depend on previous
background processing, but a large buffer is required to detect movement in congested
roads.

In order to deal with noise and other objects that may appear in the scene, it is preferable to
use non-recursive techniques to model the background, for instance, a Median Filter.
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Let us consider an image buffer B(x, y, t) that consist on a set of β images, where x and y are
defined as spatial image coordinates at a given time t. Median filter background is defined as

Background(x, y, t) = Median( B(x, y, t − β), ..., B(x, y, t − 1) ) ∀ x, ∀ y . (3)

The median filter is very consistent even in the presence of outliers caused by noise or sudden
object appearance. Correct background model is achieved only when the background is
visible at least on 50% of the image buffer for each pixel (Gutchess et al. (2001)).
The background is modeled with a buffer using the L* component of the L*u*v* color space.
This background model is updated every β frames and it is used as a reference to identify the
most persistent pixels within an image. Vehicles are formed by the pixels of the current frame
that have a significant deviation from the background.

4.2 Image difference

Image difference commonly use absolute value of two-frames intensities subtraction to
identify moving objects. However, intensity subtraction is prone to errors because two
different objects can have similar intensity. Adding an additional feature, such as texture,
may help to effectively discriminate between different objects.
In line with Li and Leung’s work (Li & Leung (2002)), texture and intensity information
are used to detect changes between two images by using a gradient vector relationship that
supports noise and illumination changes. Integrating intensity and texture differences for
change detection works under the assumption that background texture remains relatively
stable with respect to noise and illumination variations unless it is covered by moving objects
or when abrupt lightness changes occur. When the background is covered by a moving
object, even if intensities of foreground and background are similar, textures in both images
are different. If texture difference is not sufficient to identify homogeneous regions, then
intensities are considered more relevant to discriminate regions.

4.2.1 Texture difference

Li & Leung (2002) suggested gradients as a texture measure because neighborhood
information is included and it is not easily affected by lightness conditions. Let I be an image,
there exists an image I′ = ( Ix, Iy ), where Ix and Iy are results of Sobel gradient operators
for its corresponding direction.
Image cross-correlation Ca,b of gradient vectors for two frames a and b is defined as:

Ca,b = ‖I
′
a‖ ‖I

′
b‖ cosθ (4)

where θ is the angle between both vectors. Added to this measure, auto-correlation for a
gradient vector frame is

Ca,a = ‖I
′
a‖2 (5)

Vectorial correlation components satisfies triangle inequality

Ca,a + Cb,b ≥ 2Ca,b (6)

‖I
′
a‖2 + ‖I

′
b‖2 ≥ 2‖I

′
a‖ ‖I

′
b‖ cosθ (7)

From equation 7, we can see that when θ ≈ 0 and when ‖I
′
a‖2 ≈ ‖I

′
b‖2, it means that a

significative change inside the image does not exist. If there is a change in gradient image
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vectors directions of images a and b, the difference of both values will grow according to their
magnitude and direction.
As mentioned above, auto-correlation and cross-correlation is applied to differentiate vector
direction changes between the current frame L* component and the background model of the
same component. Let Mx,y be a 5x5 neighborhood centered at pixel (x, y), a gradient texture
difference measure to discriminate objects between the background and the input frame is
defined as follows:

R(x, y) = 1 −
∑

u,v∈Mx,y

2CB,F(u, v)

∑
u,v∈Mx,y

(CB,B(u, v) + CF,F(u, v))
(8)

where B is the modeled background and F is the L* component of the current frame. The
region Mx,y is used to integrate gradient vector intensities of surrounding pixels that represent
local texture features. A change is deemed significant when variations in direction are bigger
than 90◦ in their orientation. Values of R(x, y) are in the [0,1] interval; where lower values
represent non significant changes in texture and if values approximate to 1 indicates a higher
difference in gradient texture directions. This measure is valid as long as there exist noise and
intensity variations in the pixels of the Mx,y region; otherwise, texture becomes less relevant
as there is not significant gradient change.
R(x, y) is then adjusted through a series of validity weights wtexture(x, y) using the definition
given by Li & Leung (2002). To compute wtexture(x, y), Li & Leung (2002) produced an image
g (equation 9) that combines autocorrelations of two images to validate the pixel values of
R. Information of autocorrelation is considered relevant as it contains significative intensity
changes in both R and g images. Equation 9 uses a maximum function because texture
information may exist in any images that have been compared.

g(x, y) = maxi∈{B,F}

√

√

√

√

1

|Mx,y| ∑
u,v∈Mx,y

Ci,i(u, v) (9)

The g(x, y) values from equation 9 are coefficients used to detect all pixels with relevant
gradient values whether those values belong to the background image or to the current frame.
These coefficients are also used to estimate the validity weights wtexture(x, y) in the [0, 1]
interval. For the results reported in this chapter, it is not necessary to detect every change in
texture because the images involved can have undesired textured regions not relevant in the
current frame; i.e., when background is not modeled properly due to the existence of cluttered
regions inside the image buffer, it then causes that the moving objects are considered part of
the background. If so, texture detection is not precise because cluttered regions will cause
high autocorrelation values, and consequently, high g values that promote a vehicle detection
for as long as the same background model is used.
In order to address this issue, equation 9 has been modified as follows:

g(x, y) =

√

√

√

√

1

|Mx,y| ∑
u,v∈Mx,y

CF,F(u, v) ∀x, y ∈ F (10)

g(x, y) is used to estimate the validity weights wtexture(x, y) as follows:
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wtexture(x, y) =

{

1, i f g(x, y) > 2Tw

g(x, y)/(2Tw) otherwise
∀x, y (11)

From equation 11, Tw is a noise distribution parameter calculated from the image intensity

difference. It is required that Tw > 2
√

2σd, however, a very large Tw would deem texture
information less significant in R. For the experiments reported in this chapter, Tw has been set

to a value of 50% larger than 2
√

2σd; in turn, σd is defined in equation 16. Finally, the texture
difference measure is computed as follows:

dtexture(x, y) = wtexture (x, y) · R(x, y) , ∀x, ∀y (12)

4.2.2 Lightness difference

To compute lightness difference, first we perform an initial subtraction d(x, y) defined as
follows:

d(x, y) = L∗
F(x, y)− L∗

B(x, y) (13)

where B is the modeled background and F is the current frame. d(x, y) measures lightness
variations that might be caused by the moving vehicles and other elements in the scene. These
elements are removed by smoothing d(x, y) using the following procedure:

d(x, y) =
1

|Mx,y| ∑
u,v∈Mx,y

d(u, v) (14)

Now we compute a difference image d
′

that contains only the lightness variations:

d
′
(x, y) = d(x, y)− d(x, y) (15)

It is assumed that the noise contained in image d(x, y) (equation 13) follows a Gaussian

distribution N(0, σd). Consequently, σd is estimated from d
′
(x, y) as it contains all the small

lightness variations.
Outlier pixels with high lightness variation can cause a poor noise estimation when deviation
needs to be calculated. To tackle this problem, the Least Median of Squares method (LMedS)

(Rousseeuw & Leroy (1986)) is used on d
′
(x, y) as it supports corruption of up to 50% of the

input data. Following the definition given by Rosin (1988), the standard deviation of the noise
is calculated as follows:

σd =
LMedS
0.33724

(16)

Finally, d(x, y) is used to estimate the lightness difference dlightness(x, y) as follows:

dlightness(x, y) =

{

1, i f |d(x, y)| > 2T
|d(x, y)|/(2T) otherwise

(17)

The T parameter needs to be properly calculated to deal with Gaussian noise. Li & Leung
(2002) sets the T parameter as:

T = |ds|+ 3σd. (18)
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ds in equation 18 describes lightness changes. It grows when global illumination changes

occur, but shadows and local changes diminish this value. ds is calculated as:

ds =
1

|Ns| ∑
u,v∈Ns

d(u, v) (19)

Ns is the set of pixels d(x, y) that satisfy equation 20.

Ns = {x, y : (|d′
(x, y)| < 2σd) ∧ (|d(x, y)| < T50%)} (20)

where T50% is the median value of |d(x, y)|.

4.2.3 Texture and lightness differences integration

Assuming that texture and lightness differences complement each other in a [0,1] interval,
wlightness(x, y) = 1 − wtexture(x, y), the integration of texture and lightness intensity
differences with their corresponding validation weights is carried out by equation 21.

dtexture,lightness(x, y) = wlightness(x, y) · dlightness(x, y) + wtexture(x, y) · dtexture(x, y) ∀x, ∀y
(21)

The final segmentation for vehicle detection is produced by thresholding the
dtexture,lightness(x, y) image with the median value of [0, 1] = 0.5.

4.2.4 Morphological processing

The resultant binary image contains a number of the same unwanted elements that are present
in the images produced by the Color-based texture segmentation method (Section 3). As a result,
the morphological operations used in that method are also applied here in the same fashion.

5. Experimental results

In this section we present the results of applying both segmentation methods using natural
scenes images. The image database used in our experiments is publicly available and
it is described in Martel-Brisson & Zaccarin (2007). We have proceded according to the
supervised texture segmentation testing protocol of the Outex database (Ojala et al. (2002)).
This framework involves the following components:

• Image segmentation test suite. The test sequence is called Highway III and it includes
traffic flow scenes and ground truth images. Ground truth images show individual pixel
group of vehicles and shadows. However, we have modified these images so both the
vehicle and its shadow are within the same object.

• Input data in an individual problem. I is the image to be segmented with NI pixels. RI is
the number of regions in I, each one with a distinct class label LR.

• Required output in an individual problem. O is the output labeled image equal in size to
I.

• Performance metric in an individual problem. Let Iij and Oij denote the class labels of

pixel (i, j) in I and O, respectively. The score of an individual problem Sp is the proportion
of all pixels that are correctly labelled:

Sp =
100

NI

NI

∑
ij

δ(Iij, Oij)% (22)
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Fig. 7. First column shows the ground truth images. Second and third columns show the
results of the methods described in Section 3 and Section 4, respectively.
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where δ denotes the Kronecker delta function.

• Test suite score. Let P be the number of problems to be considered. If test suite contains
P > 1 problems, then the scores from equations 23, 24, 25 and 26 are computed.

Smean =
1

P

P

∑
p

Sp (23)

Smin = min(Sp) ∀p ∈ {1, ..., P} (24)

Smax = max(Sp) ∀p ∈ {1, ..., P} (25)

Sdev =

√

√

√

√

1

P

P

∑
p
(Sp − Smean)2 (26)

We have measured the performance of the above values in both segmentation methods.
Qualitative image results are shown in Figure 7 and quantitative measures over the image
test suite are listed in Table 1.

Image ground truth
Color-based texture
segmentation (Section 3)

Segmentation based on
lightness and texture
differences (Section 4)

Smin 78.5091% 97.2174%

Smax 99.1536% 99.4817%

Smean 89.7853% 98.5516%

Sdev 8.0121% 0.6786%

Table 1. Performance scores of the two segmentation methods described in this chapter over
the image test suite.

6. Discussion

Given the estimators shown in table 1, particularly the mean and standard deviation, it is
evident, without any further analysis or evidence beyond themselves, that the Segmentation
based on lightness and texture differences method (Section 4) has achieved a better performance
than the Color-based texture segmentation method (Section 3).
The Smean score measures how successful the segmentation rate is. This score is the average
of the performance values of all the individual problems considered in our experiments
expressed as a percentage. The Segmentation based on lightness and texture differences method
achieved a Smean = 98.5516, whereas the Color-based texture segmentation method achieved a
Smean = 89.7853.
Also, the Sdev score shows that the performance of the method is consistent under similar
experimental conditions, as its value tends to be smaller when the dispersion from the
mean (successful segmentation rate) is also small. For this score, the Segmentation based on
lightness and texture differences method achieved a Sdev = 0.6786, whereas the Color-based texture
segmentation method achieved a Sdev = 8.0121.
In the Segmentation based on lightness and texture differences method, the computed gradient
vector’s directions have a high tolerance to noisy images and illumination changes. This
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method builds a background model to detect the changes of the objects of interest with
respect to that reference model. The method achieves a higher accuracy rate but the borders
slightly exceed the region of interest because a number of filtering processes are used to make
homogeneous the gradient textures.
On the other hand, the Color-based texture segmentation method is very discriminative when
abrupt changes in color are present in the input images. Even though only two components
are used in this method, namely 75◦ and −75◦, calculating the DTCWT coefficients still
involves multiple filtering of images at different coarseness levels, thus increasing the
computational time cost.
The results derived from the experiments of the methods presented in this chapter can be
useful in the preliminary phases of a vehicle tracking system. We will include these results in
our future research efforts.
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