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1. Introduction 

In today's industry, it is imperative that a thorough knowledge of the mechanical properties 
of materials be known to the designer in order to come up with a design of parts, tools, or 
instruments that will meet the highly competitive industrial requirements. It is well known 
that mechanical properties of various materials are in turn highly affected by the manner in 
which they are subjected to loadings of both static and fatigue types, and by its 
manufacturing process, in particular the heat treatment the material receives during its 
manufacturing. This further makes it required to perform the proper experiments and 
laboratory tests with regard to fatigue in the field of fatigue mechanics in order to obtain the 
necessary knowledge for the material properties for design purposes. It is emphasized that 
such properties obtained from monotonic tests are of no value and by no means 
recommended. To this end, on one hand metallurgical engineers often attempt to obtain 
their desired material properties and efficiencies by making variations in the parameters 
governing the manufacturing process. On the other hand, yet, the high costs of fatigue tests 
as compared with those of the simple monotonic tests, as well as the need for complex 
testing equipment are the major drawbacks in the way of such tests, encouraging the use of 
approximate and empirical mathematical models based on the data obtained from the 
monotonic tests. This has been quite evident among researchers and industry alike, as 
indeed indicated by the variety of ongoing articles published in the field. In the area of 
materials engineering as well, the knowledge of the effect of different manufacturing 
processing parameters on the material properties in view of the highly expensive nature of 
the tests are also of particular interest. Use of Artificial Neural Network (ANN) models is 
considered as a less expensive, less tedious, more efficient, and highly reliable alternative 
means for the estimation of the material fatigue properties using the data obtained from the 
monotonic tests. In addition, the ANN methodology was also employed for the parameter 
estimation related to the manufacturing process of materials. The method was also used to 
investigate and infer the manner in which such material properties are affected by variations 
in the parameters that are the main governing elements of these properties. Many 
researchers have indeed pursued such applications in their studies (Bucar et al., 2006; Genel, 
2004; Han, 1995; Lee et al., 1999; Liao et al., 2008; Malinov et al., 2001; Mathew et al., 2007; 
Mathur et al. 2007; Park & Kang, 2007; Pleune & Chopra, 2000; Srinivasan et al., 2003; 
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Venkatessh & Rack, 1999). Once the ANN model is trained properly, it will be able to offer 
an appropriate estimate of the required output using the given input parameters. 
In this chapter, it is first attempted to give an account of the necessity and benefits of the 
ANN methodology as pertained to the mechanical properties of materials followed by an 
exposition of the necessary knowledge for the proper use of this strong and valuable 
technique. This chapter will then close by the introduction and discussion of a case study. 

2. Artificial Neural Network; an overview 

In recent years, Artificial Neural Network (ANN) has been applied in many fields including 
function approximation and prediction. Artificial neural network is a kind of information 
processing technology, good at handling problems in which complex nonlinear relations 
exist among the input and output variables. The main idea of neural network approach 
resembles the human brain functioning. Artificial neural networks are based on the 
structure and functioning of the biological nervous system. Neurons are the basic unit or 
building blocks of the brain. The human brain consists of about 1011 neurons, leading in 
about 1000 trillion connections. A neuron receives many input signals but it produces only 
one output signal at a time.  
Back propagation network is made up of a large number of interconnected neurons. The 
neurons are arranged in layers: one input layer, one output layer, and one or more hidden 
layer(s) between the input layer and the output layer. Each neuron in the input layer is 
connected to every neuron in the hidden layer which in turn is connected to the neuron in 
the output layer. This topology results in a network commonly known as the Multilayer 
Perceptron, abbreviated as MLP. In the conventional MLP network, there is no connection 
between neurons in the same layer. The connection between two neurons is called synapse, 
and each synapse has an associated strength or weight, which influences the output of the 
neuron. Neurons in the input layer receive the input signals from each training pattern. The 
outputs of the neurons in the input layer are exactly the same as the input signals to those 
neurons. The neurons in the hidden layer then receive the output of the input neurons. This 
signal is then run through a nonlinear activation function to produce the output of each 
neuron of the hidden layer. The output of the neurons of the last hidden layer is in turn sent 
as an input to each output neuron. The more the number of hidden neurons, the more 
complex the model becomes. The predicted output is compared with the desired output and 
the error is sent back to the hidden layer for improving the prediction. The neural network 
architecture is described by the number of hidden layers, the number of neurons in each 
layer, the form of activation function used to nonlinearise the input-output relationship, 
training algorithms, the learning rate, momentum rate, and other pertinent parameters used 
in the network.  
Implementation of a neural network requires one to make three main decisions, namely the 
structure, i.e., the network topology, the type of activation functions, and the learning 
algorithm. The structure of the network deals with the number of hidden layers used in the 
network as well as the number of nodes used in each layer. The activation function refers to 
the transfer function for the neurons of each layer except for the input layer which uses an 
identity activation function. The notion of learning refers to the use of a suitable learning 
algorithm in the network training process.  
Before training, the network architecture must be defined. As a general rule, the number of 
neurons must be large enough to be able to map the implicit relationship existing between 
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the input and output variables for a given problem. On the other hand, it must not be overly 
large, since otherwise its connection weights may not be accurately estimated from the 
available training data. 
Depending on the structure of a neural network designed for use in a certain problem, two 
general neural networks can be designed, namely feedback and feedforward neural 
networks. The most widely used algorithms are in general feedforward networks, which is 
simple from the viewpoint of structure and easily analyzed mathematically. The back 
propagation neural network scheme, with a strong learning ability in training and mapping 
the relations between inputs and outputs, is the most commonly used network model 
(Koker et al., 2007). 
The ANN model applied in materials science belongs to a novel branch subject-Material 
Metrics. ANNs are parallel-interconnected networks of simple computational elements that 
are intended to interact with the objects of the real-world in a similar way to the biological 
nervous system (Muc & Gurba, 2001). Formally, an ANN is an oriented graph in which the 
nodes represent a set of processing units, called neurons, or processing elements, and the 
connections represent the information flow channels. Each connection between two neurons 
has an associated value called weight (Wij) which specifies the strength of the connection 
from unit i to unit j (Bahrami et al., 2005). The choice of a specific class of networks for the 
simulation of a nonlinear and complex problem depends on a variety of factors such as the 
accuracy desired and the prior information concerning the input–output pairs (Mousavi 
Anijdan et al., 2005). The most popular ANN in materials science and engineering 
investigations is the feedforward multi-layer perceptron, where the neurons are arranged 
into an input layer, one or more hidden layers, and an output layer (Muc & Gurba, 2001; 
Bahrami et al., 2005; Mousavi Anijdan et al., 2005; Song et al., 1995). A schematic description 
of a three-layer feedforward network is given in Fig. 1. Assuming that the network consists 
of n, p, and m neurons in the input, hidden, and output layers, respectively, the net input 
(zj) to node j in the hidden layer is of the form 

 

1

, 1,2,...,
n

j ij i j
i

z W x b j p
=

= + =∑  (1) 

 

 

Fig. 1. A schematic description of artificial neural network configuration 
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, where xi is the input of node j of the input layer, Wij is the connection weight associated 
with node i of the input layer and node j of the hidden layer, and bj is the bias associated 
with node j of the hidden layer. The bias neurons do not take any input and they emit a 
constant output value across weighted connections to the neurons in the next layer. 
Each neuron consists of a transfer function expressing internal activation level. The output 
(h) from a neuron is determined by transforming its input using a suitable transfer function 
as follows: 

 

1

, 1,2,...,
n

j ij i j
i

h f W x b j p
=

⎛ ⎞
= + =⎜ ⎟

⎝ ⎠
∑   (2) 

Generally, the transfer functions are sigmoid function, hyperbolic tangent and linear 
function (Fogel, 1994; Wong & Y. W. Wong, 1995).  
In the output layer, the net input zk to node k is of the form: 

 

1

, 1,2,...,
p

k jk j k
j

z W h b k m
=

= + =∑   (3) 

The output yk of node k of the output layer is then written as: 

 

1

, 1,2,...,
p

k jk j k
j

y g W h b k m
=

⎛ ⎞
= + =⎜ ⎟⎜ ⎟

⎝ ⎠
∑  (4) 

To estimate the degree of accuracy of the network, the database is split into two sub-groups: 
the so-called learning phase used to determine the weights associated with each 
interconnection (training process), and the test or validation phase, which verifies that the 
network is able to predict examples not previously learnt (validation process). The training 
process consists of determining the weights that produce from the inputs the best fit of the 
predicted outputs over the entire training data set. An input vector is then introduced in the 
input layer and is propagated through the network all through the output layer. The 
difference between the computed output vector and the target vector is then used to 
determine the weights using an optimization procedure in order to minimize the suitable 
error function. This form of training is termed the back propagation training algorithm 
(Mousavi Anijdan, 2005). There are several variables that have an effect on the ANN 
training. These variables are the number of training data points (N), network size (number 
of hidden layer and neurons in each layer), and number of training iterations or epochs (C). 
To find the best set of these variables and parameters, these parameters should be varied 
and then the best combinations chosen.  
An important step in building a neural network model is called training, the process of 
fitting the network to the experimental data and this is a computationally intensive process. 
Learning in an MLP neural network model involves the use of a gradient descent algorithm 
in an iterative manner to minimize the mean square error between the actual outputs of the 
network and the desired outputs in response to given inputs. Training in an MLP network is 
performed by a forward followed by a backward operation. The network produces its actual 
output for a certain input pattern using the current connection weights. Subsequently, the 
backward operation is carried out to modify the weights in an attempt to decrease the error 
between the actual and desired outputs. The updates in the weights are affected by two 
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parameters, namely the learning rate η and momentum coefficient α. The learning rate 
defines the speed for the changes that are taking place in the connection weights. The 
momentum coefficient is introduced to improve the learning process to make the learning 
process faster by adding a term to the weight adjustment proportional to the previous 
weight change.  
The error is computed using Eqs. (5) known as average squared error. Here, N denotes the 
total number of samples in training set: 

 
N N

2 2
i i i

i 1 i 1

1 1
(e ) (t a )

N N
MSE

= =
= = −∑ ∑  (5) 

Once each input pattern is presented to the neural network and the network error 
corresponding to that input pattern is calculated, this error is propagated back through the 
network and the weights are adjusted according to the well-known backpropagation of 
error learning rule. The next input pattern is then presented to the network and the process 
repeats until all the input patterns get the chance to be presented to the network. When all 
the input patterns are presented to the network once, one epoch is said to be completed in 
the training process. This process is iterated for as many epochs as needed for the error to 
reach a desired minimum level, at which time, the network is said to have learned the 
problem in consideration. Finally, the test data are used to verify the non-linear relationship 
between the input and output data sets. 
NN models can be used for accurate interpolation within the range of input variables used 
for building the model. As far as extrapolation beyond the experimental range used in the 
training set, one must be careful not to place overly trust in the network response, as it may 
not produce a reliable result for inputs too far beyond. 

2.1 Neural network training algorithms 

Artificial neural networks are used as an interdisciplinary tool in many types of nonlinear 
problems. In order to design a neural network for a certain problem, one needs a training 
algorithm. As neural networks function based on samples (patterns), it is necessary to 
prepare a set of examples representing the problem in the forms of system inputs and 
outputs. During the training process, the weights and biases in the network are adjusted to 
minimize the error to obtain a high-performance for the problem.  
There are various training algorithms used in neural network applications. It is normally not 
a simple task to predict which of these training algorithms will be the most appropriate one 
for any problem. It generally depends on a number of factors such as the network 
architecture, and the application at hand (pattern recognition, classification, or function 
approximation). Other issues that may also be important could be the data structure and 
uniformity of the training set, as these will affect the system accuracy and performance.  
During the training process, it is important to avoid overtraining in an effort to obtain the 
best fit. This is a potential problem with the use of powerful non-linear regression methods 
in neural network modeling. An over-trained model tends to remember the relationship 
between input and output variables and therefore lacks generalization capability (Mathew 
et al., 2008). 
During the training session, the network weights are continuously adjusted until the 
difference between the predicted output and experimental value is minimized, i.e. the error 
function defined as the sum of squares of the difference between predicted and 
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experimental value on all the input patterns reaches a set limit or the number of 
predetermined training operations or epochs are completed, whichever comes first. 
Levenburg-Marquardt algorithm, Quasi-Newton algorithm, and Steepest-Descent method 
are some of the optimization techniques employed in the training of the neural networks. 
From these learning algorithms, the one most used in training the MLP networks is the 
Levenburg-Marquardt algorithm due to its fast convergence. Accordingly, a brief account of 
this algorithms is presented below.  
The back propagation learning algorithm which is based on the first order gradient of the 
network error enjoys the benefit of simple implementation as well as the ease of its use. Yet, 
it suffers from the disadvantage of a slow convergence. The Levenberg-Marquardt 
algorithm (Hagan & Menhaj, 1994) is a step taken towards solving the problem of slow 
convergence of the BP method. The LM method is based on a second order gradient of the 
network error. The fast convergence is the immediate consequence of the fact that the 
algorithm takes advantage of making use of only an approximation for the Hessian matrix 
instead of doing a thorough computation of this matrix. It also avoids the singularity of that 
matrix by adding a small term in the approximate calculation of the matrix. It is well known 
that the LM algorithm performs much faster than the usual BP rule at the cost of requiring 
more memory.  The Levenberg–Marquardt training algorithm was indeed found to be the 
fastest training algorithm to date. 
Once the training of the network is completed, the ability of the trained neural network to 
correctly generalize must be checked out using some input-output data not included in the 
training set. This set is commonly known as the test set or validation set. This set is normally 
prepared by randomly taking some 20 to 25 percent of the original data set. It is noted that 
each pattern from the validation set must lie within the range defined by the entire training set.  

3. Some remarks in the use of Neural Networks 

To develop a neural network with good performance, an adequate quantity of experimental 
data must be available. During the training and testing sessions, the network architecture, 
learning algorithm, and other parameters of the neural network should also be optimised to 
the specific problem under investigation. When the neural network is sufficiently optimal, 
and trained based on these data, it then becomes possible to generate satisfactory results 
when presented with any new input pattern it has never experienced before.  
As the number of neurons in the hidden layer increases, so does the number of connections 
and weights to be fitted. The number of neurons and the number of hidden layers cannot be 
increased without limit because one may reach a situation where the number of the 
connections to be fitted is larger than the number of the data pairs available for training. 
Though the neural network can still be trained, the case is mathematically undetermined. 
Mathematically it is not possible to determine more fitting parameters than the available 
data points. For example, two data points are required as a minimum for linear regression, 
three data points for second order polynomial (parabolic) regression and so on. In practice, 
for a reliable regression, much more data than the minimum amounts are used to increase 
statistical significance. For example, if we use two points to determine a slope through linear 
regression, the standard error of the slope calculated will be infinitely large. A slope 
determined through two points has no statistical significance (Sha & Edwards, 2007). 
In order to increase the efficiency of the neural network training techniques, it is necessary 
to use a large database consisting of sufficient number of training patterns to cover the 
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entire working space of the problem under study. Neural network modelling cannot replace 
experimentation; in fact it relies entirely on past experimental results, and because of the fact 
that experiments can be expensive, time consuming, and dangerous, researchers focus on 
the neural network methods. The neural network technique is actually most effective when 
large amount of data are already available in the literature. In such cases, the neural network 
is an effective way of storing and analyzing, with some artificial intelligence, the large 
amount and wide range of data from different sources. Because of the randomness of the 
data, the large size of the data, and the multiple natures of the input variables in most cases, 
it is usually difficult to extract physical rules governing the large data set or quantitative 
physical theories that can describe the problem data. Hence, a neural network model is ideal 
for such situations. In fact, if a limited amount of systematic data is available, efforts would 
be better spent on developing physical models rather than statistical or neural network 
models.  
It is noted that the errors obtained for the testing sets are more important than the errors 
obtained for the training sets, due to the fact that the errors for the testing sets are normally 
much larger and would not compare well with the errors for the training sets. One must also 
note that it is more effective to develop separate models for individual output variables. 
This is because the training time increases significantly when the number and nature of 
outputs increases. Therefore, setting up a series of neural network models, with each model 
dealing with only one output variable significantly improves the network learning and 
simplifies and speeds up the training of the neural network model. 
When determining the inputs, it is imperative to use independent variables as inputs. In 
fact, if there was only one input variable, a neural network would be no better than the 
conventional, simple regression. A neural network in this case does no more or better than 
the "Moving Average" or similar "Trend Line" functions, or even "Smoothed Line" in 
Microsoft Excel. A neural network is best used to model complicated interactions between 
several numbers of input parameters (Sha & Edwards, 2007). 
All through experiences in the use of neural networks in engineering problems, it is 

determined that certain types of networks are normally more appropriate for certain 

problems. For instance, and to be more specific, it is realized that to predict the fatigue life of 

materials or to predict the mechanical behaviour of materials under monotonic and cyclic 

loading, the Multilayer Neural Network along with the Back-Propagation learning 

algorithms have been proven to be very effective and accurate, especially when there is 

sufficient training data (Abdalla & Hawileh; 2010). 

4. Case study: Estimation of cyclic strain hardening exponent and cyclic 
strength coefficient of steels by artificial neural networks (Ghajar et al., 2008) 

In many field test situations, it may be desirable to convert the measured strains to stress in 

order to estimate fatigue life. Stress-strain response of some steels can change significantly 

when subjected to inelastic strains as this may occur at notch roots due to cyclic loading. 

When fatigue failure occurs, particularly at low cycle fatigue, such inelastic straining is 

generally present. Hence, the cyclic stress-strain curve may better represent the steel’s stress-

strain response than the monotonic stress-strain curve (Society of Automotive Engineers 

[SAE], 2000). The relationship between cyclic strain amplitude, Δε/2, and cyclic stress 

amplitude, Δσ/2, can be expressed as (Stephens et al., 2001): 
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 Δε/2 = Δσ/2E+(Δσ/2K')1/n'  (6) 

, where K' is the cyclic strength coefficient, n' is the cyclic strain hardening exponent, and E is 
the modulus of elasticity. The two fatigue properties needed in this correlation are K' and n'. 
The cyclic strength coefficient, K', and the cyclic strain hardening exponent, n', are often 
determined from the cyclic stress plastic strain curve. A family of stabilized hysteresis loops 
at different strain amplitudes can be used to obtain the cyclic stress-strain curve for a given 
material. The tips from the family of multiple loops are connected, as shown in Fig. 2, to 
form the cyclic stress-strain curve. Three methods commonly used to obtain the cyclic stress-
strain curve are the companion, incremental-step, and multiple-step test methods (Stephens 
et al., 2001). These test methods are time-consuming and the testing equipment is more 
complicated and expensive than that required for monotonic tension tests, while monotonic 
stress-strain properties are commonly available in handbooks. Therefore, it is more desirable 
to use approximation methods for estimating the values of K' and n'. 
 

 

Fig. 2. Stable hysteresis loops for determining the cyclic stress-strain curve and comparison 
with the monotonic stress-strain curve (Stephens et al., 2001). 

An approximation of K' and n' can also be calculated from the low-cycle fatigue properties 
by using (Stephens et al., 2001): 

K' = σ'f/(ε'f)b/c  

n' = b/c  

(7)

 

, where σ'f is the fatigue strength coefficient, ε'f is the fatigue ductility coefficient, b is the 
fatigue strength exponent, and c is the fatigue ductility exponent. This estimation method 
has its problems and errors. It requires, in the first place, the four empirical constants that 
must be obtained from fatigue tests. Furthermore, estimating cyclic stress-strain curves 
based on fatigue properties could lead to considerable errors in certain situations (Kim et al., 
2002). So, it is recommended that the values of K' and n' obtained from direct fitting of the 
experimental data are used in fatigue design rather than those calculated from Eq. 7 
(Stephens et al., 2001). 
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It is therefore useful to estimate cyclic strength coefficient and cyclic strain hardening 
exponent on the basis of monotonic tensile tests properties, reported in handbooks or simply 
obtainable from experiments. By doing so, one can covert cyclic strain to cyclic stress only 
by using tensile test properties. 
In this work, the MLP network with back propagation algorithms is used for the estimation 

of cyclic strain hardening exponent, n', and the cyclic strength coefficient, K', of steels. The 

K' and n' are estimated by two separate networks. For these estimations steels tensile data 

used as input to the ANN model, are extracted from the literature (SAE, 2001; Kim et al., 

2002; Roessle & Fatemi, 2000). In order to enhance training performance, both input and 

output variables are normalized before the network is trained. In order to investigate the 

influence of input parameters on the estimation of n' and K', several networks having 

different combinations of tensile data are considered. The mean square error (MSE) between 

the desired output and the ANN response is used. 

A broad range of 82 steels is used for modeling n'. One set of data consist of 60 values was 
used for training the network and another consisting of 22 values was used for testing the 

trained network. Preliminary examinations were performed on different combinations of σy, 
Su, RA%, BHN and E as input data to the ANNs in order to determine the parameters affecting 
the n' estimation. Finally three combinations of tensile data were selected from among them as 

follows: (σy, Su and BHN), (σy, Su, RA% and BHN), and (σy, Su , RA%, BHN and E). 
A number of neural network architectures with different number of neurons in the hidden 
layer (2 to 10 neurons) were also investigated to select the best one. A summary of the 
results is presented in Table 1. The results indicate that the best architecture involves 7 

neurons for the first combination (σy , Su and BHN), 9 neurons for the second (σy , Su , RA% 

and BHN), and 6 neurons for the last (σy , Su , RA% , BHN and E). 
 

No. Of 
Iterations 

Regression for the 
test data  

Regression for the 
training data  

Neurons in the 
hidden layers 

Input sets 

363 0.563 0.890 6 

367 0.716 0.913 7 

, ,y uS BHNσ  

550 0.726 0.973 7 

120 0.792 0.967 8 

112 0.865 0.973 9 

, , , %y uS BHN RAσ  

700 0.379 0.913 5 

700 0.702 0.962 6 

1000 0.205 0.910 7 

, , , %,y uS BHN RA Eσ  

Table 1. Networks details and architectures of n' 

As mentioned earlier, the performance of the networks was evaluated by calculating MSE 
errors. In order to assess the validity of the networks and their accuracy, it is often useful to 
perform regression analysis between the network response and the corresponding target. 
Obviously, the closer these two data are, the better the performance of the network is. Fig. 3 
shows the regression analysis for the best set of input for the test and training data. The 
regression results of the training data illustrate that networks were trained with a high 
accuracy. Furthermore, comparison of the regression results of the test data indicates that 

the set of inputs (σy , Su , RA% and BHN) provided the best prediction, R=0.866, followed by 
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the set (σy , Su and BHN). The difference in accuracy observed among the different input sets 

shows the importance of input parameters for predicting n'. It may be concluded that σy , Su 
, RA% and BHN have relatively established effects on the prediction of n' while the effect of 
E is not only immaterial, but also confusing. 
 

 

Fig. 3. Regression analysis of n' for the train and test data and (σy , Su , RA% and BHN) as 
the ANN input. 

In addition, the test data were used for a new prediction based on Eq. 7 to evaluate ANN 
test results. Fig. 4 shows the results of this estimation. By comparing ANN and Eq. 7 results 
(Fig. 3 and 4) it may be concluded that the ANN estimations were more accurate than Eq.7. 
Therefore, such estimations seem desirable, especially considering the time and effort that 
are required to obtain the fatigue properties used in the approximations by Eq.7, as 
compared with the monotonic tensile properties used in ANN predictions. 
 

 

Fig. 4. Regression analysis of approximated n' based on Eq. 7 for the test data. 
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Finally, based on the regression analysis results, it is possible to claim that the ANN with 
(σy, Su, RA% and BHN) input set is a useful method for the prediction of cyclic strain 
hardening exponent. 
For K' estimation, the properties of 48 steels reported in the literature (SAE, 2001; Kim et al., 
2002; Roessle & Fatemi, 2000) were used. 36 values of data were used for training the network 
and the others consisting of 12 data values were used for testing the trained network. 

Three combinations of tensile data consisting of σy, Su, RA%, BHN and E were used to 
determine the parameters affecting the K' estimation in the same manner as in the case of n'. 
A number of neural network architectures with different number of neurons in the hidden 
layer (2 to 10 neurons) were also investigated to select the best one. The summary of the 
results are provided in Table 2. Clearly, the best architecture is associated with 6 neurons for 
the combination (σy, Su and BHN), 8 neurons for (σy, Su, RA% and BHN), and 7 neuron for 
(σy, Su, RA% , BHN and E). 
 

No. Of 
Iterations 

Regression for 
the test data  

Regression for 
the training data 

Neurons in the 
hidden layers 

Input sets 

320 0.901 0.998 6 

200 0.896 0.995 7 
, ,y uS BHNσ  

229 0.926 0.999 6 

87 0.931 0.994 7 

100 0.953 0.996 8 

, , , %y uS BHN RAσ  

166 0.913 0.999 6 

185 0.925 0.999 7 

200 0.853 0.999 8 

, , , %,y uS BHN RA Eσ  

Table 2. Networks details and architectures of K' 

As mentioned previously, the performance of the networks was evaluated by calculating the 
MSE errors. In order to assess the validity of the networks and their accuracies, the  
 

 

Fig. 5. Regression analysis of K' for the train and test data and (σy , Su , RA% and BHN) as 
ANN input. 
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regression analysis was performed between the network response and the corresponding 
target. Fig. 5 indicates the regression analysis for the best set of input for the test and training 
data. It may be seen from this figure that the value of K' obtained from the trained network is 
in close agreement with its experimental value. Moreover, the regression results of test data 

illustrate that amongst the input sets,  the set (σy , Su , RA% and BHN) set of inputs yielded the 

best prediction, R=0.953, followed by the set (σy, Su, RA%, BHN and E). Similar to the case of n' 

estimation, it can be concluded that σy, Su, RA% and BHN have relatively effects on the 
prediction of K' while the effect of E is not only immaterial, but also confusing. 
Additionally, the test data were used for a new prediction based on Eq. 7. Comparing the 
results of this estimation and experimental values for K' is depicted in Fig. 6. There is a poor 
agreement between the experimental values of K' and the predictions obtained from Eq. 7. 
From Fig. 5 and 6, it can be concluded that the ANN estimations are more accurate than Eq. 
7. Therefore, the ANN method is preferred, especially by considering that it only requires 
monotonic tensile properties. 
Finally, similar to n', based on the regression analysis results, it is possible to claim that the 
ANN with (σy, Su, RA% and BHN) input set is a useful method for the prediction of cyclic 
strength coefficient. 
Cyclic strain hardening exponent and cyclic strength coefficient of steels, which characterize 
the stable curves of true stress amplitude versus true plastic strain amplitude, were 
predicted by ANN with high accuracy of 0.865 and 0.953% respectively while accuracy of 
estimations based on approximate relations (Eq. 7) are 0.693 and 0.726%. 
It was concluded that predicted stable cyclic true stress-strain curve properties by trained 
neural network are more accurate compared to approximate relations based on low-cycle 
fatigue properties. 
 

 

Fig. 6. Regression analysis of of approximated K' based on Eq. 7 for test data. 

5. Conclusion 

This chapter presents an exposition of the benefits and advantages of the neural network 
technique in the solution of engineering problems as a whole and materials science 
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problems in particular. A general overview of the neural network models is given followed 
by the introduction of a case study related to some fatigue properties of steels. It is 
emphasized that neural network models are effective techniques for modelling the problems 
in material science as the technique will help a material scientist with the determination and 
estimation of the complex and often nonlinear relationship governing the input/output data 
obtained within an experimental setup. As such, neural network techniques are still an 
ongoing research area as applied to the problems in material science and engineering.  
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