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1. Introduction 

Automatic detection and tracking of moving object is very important task for human-
computer interface (Black & Jepson, 1998), video communication/expression (Menser & 
Brunig, 2000), and security and surveillance system application (Greiffenhagen et al., 2000) 
and so on. Various imaging techniques for detection, tracking and identification of the 
moving objects have been proposed by many researchers. Based on (Collins et al., 2000; 
Yilmaz, 2006), the object detection can be divided at least into five conventional approaches: 
frame difference (Lipton et al., 1998; Collins et al., 2000), background subtraction (Heikkila 
& Silven, 1999; Stauffer & Grimson, 1999; McIvor, 2000; Liu et al., 2001), optical flow (Meyer 
et al., 1998), skin color extraction (Cho et al., 2001; Phung et al., 2003) and probability based 
approaches (Harwood et al., 2000; Stauffer & Grimson, 2000; Paragios et al., 2000).  Based on 
(Wu et al., 2004), the object tracking method can be categorized into four categories: region 
based tracking (Wren et al., 1997; McKenna, 2000), active contour based tracking (Paragois & 
Deriche, 2000), feature based tracking (Schiele, 2000; Coifman et al., 1998) and model based 
tracking (Koller, 2000). The object identification is performed to evaluate the effectiveness of 
the tracking object especially when the object occlusion happens.  It can be done by 
measuring the similarity between the object model and the tracked object.  Some of the 
researches rely on color distribution (Cheng & Chen, 2006; Czyz et al., 2007).  
Regarding to our study, many of researchers have their own methods to solve the problem 

of object detection, object tracking and object identification.  

In object detection methodology, many researchers have developed their methods. (Liu et 
al., 2001) proposed background subtraction to detect moving regions in an image by taking 
the difference between current and reference background image in a pixel-by-pixel. It is 
extremely sensitive to change in dynamic scenes derived from lighting and extraneous 
events etc. In another work, (Stauffer & Grimson, 1997) proposed a Gaussian mixture model 
based on background model to detect the object. (Lipton et al., 1998) proposed frame 
difference that use of the pixel-wise differences between two frame images to extract the 
moving regions. This method is very adaptive to dynamic environments, but generally does 
a poor job of extracting all the relevant pixels, e.g., there may be holes left inside moving 
entities. In order to overcome disadvantage of two-frames differencing, in some cases three-
frames differencing is used. For instance, (Collins et al., 2000) developed a hybrid method 
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that combines three-frame differencing with an adaptive background subtraction model for 
their VSAM (Video Surveillance and Monitoring) project. The hybrid algorithm successfully 
segments moving regions in video without the defects of temporal differencing and 
background subtraction. (Desa & Salih, 2004) proposed a combination of background 
subtraction and frame difference that improved the previous results of background 
subtraction and frame difference.  
In object tracking methodology, regarding to our study, this article will describe more about 
the region based tracking. Region-based tracking algorithms track objects according to 
variations of the image regions corresponding to the moving objects. For these algorithms, 
the background image is maintained dynamically and motion regions are usually detected 
by subtracting the background from the current image. (Wren et al., 1997) explored the use 
of small blob features to track a single human in an indoor environment. In their work, a 
human body is considered as a combination of some blobs respectively representing various 
body parts such as head, torso and the four limbs. The pixels belonging to the human body 
are assigned to the different body part’s blobs. By tracking each small blob, the moving 
human is successfully tracked. (McKenna et al., 2000) proposed an adaptive background 
subtraction method in which color and gradient information are combined to cope with 
shadows and unreliable color cues in motion segmentation. Tracking is then performed at 
three levels of abstraction: regions, people, and groups. Each region has a bounding box and 
regions can merge and split. A human is composed of one or more regions grouped together 
under the condition of geometric structure constraints on the human body, and a human 
group consists of one or more people grouped together. 
Moreover, for object identification, (Cheng & Chen, 2006) proposed a color and a spatial 
feature of the object to identify the track object. The spatial feature is extracted from the 
bounding box of the object. Meanwhile, the color features extracted is mean and standard 
value of each object. (Czyz et al., 2007) proposed the color distribution of the object as 
observation model. The similarity of the object is measure using Bhattacharya distance. The 
low Bhattacharya distance corresponds to the high similarity.  
To overcome the related problem described above, this article proposed a new technique for 
object detection employing frame difference on low resolution image (Sugandi et al., 2007 ), 
object tracking employing block matching algorithm based on PISC image (Satoh et al., 
2001) and object identification employing color and spatial information of the tracked object 
(Cheng & Chen, 2006). 
The study in this article includes three main building blocks for building an automated 
tracking system, which can be listed as object detection, object tracking and object 
identification as shown in Fig. 1.  To cover all section, we organized our article as follows: in 
section 2, we give a detail of some image pre-processing techniques and filtering process to 
detect the moving object emerging in the scene. The tracking method is described in section 
3 including the block matching algorithm. Object identification based on color and spatial 
feature is presented in section 4. Experimental results and conclusions are described in 
section 5 and 6, respectively. 
Nearly, every tracking system starts with motion detection. Motion detection aims at 
separating the corresponding moving objects region from the background image. The first 
process in the motion detection is capturing the image information using a video camera. 
The motion detection stage includes some image preprocessing step such as; gray-scaling 
and smoothing, reducing image resolution using low resolution image technique, frame 
difference, morphological operation and labeling. The preprocessing steps are applied to 
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reduce the image noise in order to achieve a higher accuracy of the tracking. The smoothing 
technique is performed by using median filter. The low resolution image is performed in 
three successive frames to remove the small or fake motion in the background. Then frame 
difference is performed on those frames to detect the moving object emerging in the scene. 
The next process is applying morphological operation such as dilation and erosion as 
filtering to reduce the noise that is remained in the moving object. Connected component 
labeling is then performed to label each moving object in different label. 
The second stage is tracking the moving object. In this stage, we perform a block matching 
technique to track only the interest moving object among the moving objects emerging in 
the background. The blocks are defined by dividing the image frame into non-overlapping 
square parts. The blocks are made based on PISC image that considers the brightness change 
in all the pixels of the blocks relative to the considered pixel. 
 

 

Fig. 1. Entire flow of procedure 

The last stage is object identification. For this purpose we use spatial and color information 
of the tracked object as the image feature (Cheng & Chen, 2006). Then, a feature queue is 
created to save the features of the moving objects. When the new objects appear on the 
scene, they will be tracked and labeled, and the features of the object are extracted and 
recorded into the queue. Once a moving object is detected, the system will extract the 
features of the object and identify it from the identified objects in the queue.  
The details of each stage are described as following. 

2. Object detection 

Performance of an automated visual surveillance system considerably depends on its ability 
to detect moving objects in the observed environment. A subsequent action, such as 
tracking, analyzing the motion or identifying objects, requires an accurate extraction of the 
foreground objects, making moving object detection a crucial part of the system. In order to 
decide on whether some regions in a frame are foreground or not, there should be a model 
for the background intensities. This model should also be able to capture and store 
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necessary background information. Any change, which is caused by a new object, should be 
detected by this model, whereas un-stationary background regions, such as branches and 
leafs of a tree or a flag waving in the wind, should be identified as a part of the background. 
In this thesis we propose method handle those problem related to un-stationary background 
such as branches and leafs of a tree by reducing the resolution of the image. 
 

 

Fig. 2. Flow of object detection  

Our object detection method consists of two main steps. The first step is pre-processing step 

including gray scaling, smoothing, and reducing image resolution and so on. The second 
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step is filtering to remove the image noise contained in the object. The filtering is performed 

by applying the morphology filter such as dilation and erosion. And finally connected 

component labeling is performed on the filtered image. 

The entire process of moving object detection is illustrated in Fig. 2. 

2.1 Pre-processing 
The first step on the moving object detection process is capturing the image information 
using a video camera. Image is capture by a video camera as 24 bit RGB (red, green, blue) 
image which each color is specified using 8-bit unsigned integers (0 through 255) that 
representing the intensities of each color. The size of the captured image is 320x240 pixels. 
This RGB image is used as input image for the next stage.  
In order to reduce the processing time, gray-scale image is used on entire process instead of 
color image. The gray-scale image only has one color channel that consists of 8 bit while 
RGB image has three color channels. The color conversion between gray-scale image and 
RGB image is defined by the following equation: 

 0.3 0.59 0.11Y R G B= × + × + ×  (1) 

where: Y is gray-scale image,  R is red, G is green and B is Blue of RGB image, respectively. 
Image smoothing is performed to reduce image noise from input image in order to achieve 
high accuracy for detecting the moving objects. The smoothing process is performed by 
using a median filter with m m×  pixels. 

We consider un-stationary background such as branches and leaf of a tree as part of the 
background.  The un-stationary background often considers as a fake motion other than the 
motion of the object interest and can cause the failure of detection of the object. To handle 
this problem, we reduce the resolution of the image to be a low resolution image. A low 
resolution image is done by reducing spatial resolution of the image with keeping the image 
size (Gonzales & Woods, 2001) and (Sugandi et al., 2007). In this article, the low resolution 
image is done by averaging pixels value of its neighbors, including itself. We use a video 
image with resolution 320x240 pixels. The original image size is 320x240 pixels. After 
applying the low resolution image, the numbers of pixels will be 160x120, 80x60, or 40x30 
pixels, respectively, while the image size is still 320x240 pixels. The low resolution image 
can be used for reducing the scattering noise and the small fake motion in the background 
because of un-stationary background such as leaf of a tree. These noises that have small 
motion region will be disappeared in low resolution image. 
To detect the moving object from the background based of image subtraction, generally 
there are three approaches can be performed: (i) background subtraction as discussed in 
(Liu et al., 2001), (ii) frame difference as discussed in (Lipton et al., 1998), and (iii) 
combination of background subtraction and frame difference as discussed in (Desa & Salih, 
2004). Background subtraction is computing the difference between the current and the 
reference background image in a pixel-by-pixel. Frame difference is computing the 
difference image between the successive frames image. In this article, we applied frame 
difference method to detect the moving objects. In our case, frame difference method is 
performed on the three successive frames, which are between frame fk and fk-1 and between 
frame fk and fk+1. The output image as frame difference image is two difference images dk-1 
and dk+1 as expressed in Eq. (2). Threshold is performed by threshold value T on the 
difference image dk-1 and dk+1 as defined in Eq. (3) to distinguish between the moving object 
and background. 
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 1 1k k kd f f− −= −   

 1 1k k kd f f+ += −  

(2)

 

 
1,    if  ( , )  

( , )
0,   otherwise

d x y Tkd x yk

′ >⎧⎪′ = ⎨
⎪⎩

 (3) 

where ' 1 and 1k k k= − + . 

The process is followed by applying AND operator to dk-1 and dk+1 as expressed in Eq. (4). 

The output image of this operation is named as motion mask mp. 

 1 1p k km d d− += ∩  (4) 

The comparison of moving object detection using a conventional method (frame different on 

normal resolution) and frame different method on low resolution image is shown in Fig 3. 

On those figures, we use same threshold to determine the object. As shown in those figures, 

using the conventional method the detected moving object is still greatly affected by small 

noise such as moving leaves. In the other hand, by reducing the resolution of the image 

before taking the difference frame, that kind of noise can be removed. 

2.2 Filtering 
In order to fuses narrow breaks and long thin gulfs, eliminates small holes, and fills gaps in 

the contour, a morphological operation is applied to the image. 

 

   
a. frame difference on conventional method 

   
b. frame difference on a low resolution image 

Fig. 3. Comparison of moving object detection technique 
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As a result, small gaps between the isolated segments are erased and the regions are 

merged. To extract the bounding boxes of detected objects, connected component analysis 

was used. We find all contours in image and draw the rectangles around corresponding 

contours with minimum area. Since the image may contain regions which are composed of 

background noise pixels and these regions are smaller than actual motion regions, we 

discard the region with a smaller area than the predefined threshold. As a result, the 

processing produces perfect bounding boxes.  

Morphological operation is performed to fill small gaps inside the moving object and to 

reduce the noise remained in the moving objects (Stringa, 2000). The morphological 

operators implemented are dilation followed by erosion.  In dilation, each background pixel 

that is touching an object pixel is changed into an object pixel. Dilation adds pixels to the 

boundary of the object and closes isolated background pixel. Dilation can be expressed as: 

 
1  if there is one or more pixels of the 8  neighbors  are  1

( , )
0  otherwise

, 
f x y

,

⎧
= ⎨

⎩
 (5) 

In erosion, each object pixel that is touching a background pixel is changed into a 

background pixel. Erosion removes isolated foreground pixels. Erosion can be expressed as: 

 
0  if there is one or more pixels of the 8  neighbors  are 0

( , )
1   otherwise

, 
f x y

,

⎧
= ⎨

⎩
 (6) 

Morphological operation eliminates background noise and fills small gaps inside an object. 

This property makes it well suited to our objective since we are interested in generating 

masks which preserve the object boundary. 

 
 
 

            

            

            

            

            

            

Fig. 4. Binary image 

 
 

 

            

 1 1 1 1     2 2  

  3 3 3 3   4 4 4  

   5 5 5 5 5 5    

  6 6 6 6 6  7 7 7  

            

Fig. 5. Image is labeled in the same row  
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 1 1 1 1     2 2  

  1 1 1 1   2 2 2  

   1 1 1 1 1 1    

  1 1 1 1 1  1 1 1  

            

Fig. 6. Labeled image is scanned from top-left to bottom-right 

 

            

 1 1 1 1     1 1  

  1 1 1 1   1 1 1  

   1 1 1 1 1 1    

  1 1 1 1 1  1 1 1  

            

Fig. 7. Final labeled image 

Connected component labeling is performed to label each moving object emerging in the 
background. The connected component labeling (Gonzales & Woods, 2001) groups the 
pixels into components based on pixel connectivity (same intensity or gray level). In this 
article, connected component labeling is done by comparing the pixel with the pixel in four 
neighbors. If the pixel has at least one neighbor with the same label, this pixel is labeled as 
same as neighbor’s label. The algorithm of connected component labeling algorithm is 
described as follows: 
1. Firstly, image labeling is done on binary image as shown in Fig. 4 where object is shown 

as 1 (white) and background is shown as 0 (black).   
2. The image is scanned from top-left to search the object pixel. The label is done by 

scanning the image from left to right and comparing label with the neighbor’s label in 
the same line.  If the neighbor has the same pixel value, the pixel is labeled as same as 
previous label as shown in Figure. 5. 

3. Next, the labeled image is scanned from top-left to bottom-right by comparing with the 
four (or eight) neighbors pixel which have already been encountered in the scan (the 
neighbors (i) to the left of the pixel, (ii) above it, and (iii and iv) the two upper diagonal 
terms). If the pixel has at least one neighbor, then this pixel is labeled as same as 
neighbor’s label as shown in Fig. 6. 

4. On the last scanning, the image is scanned from bottom-right to top-left by comparing 
with the four neighbors pixel as step 3. The final labeled image is shown in Fig. 7. 

3. Object tracking 

After the object detection is achieved, the problem of establishing a correspondence between 
object masks in consecutive frames should arise. Indeed, initializing a track, updating it 
robustly and ending the track are important problems of object mask association during 
tracking. Obtaining the correct track information is crucial for subsequent actions, such as 
object identification and activity recognition. Tracking process can be considered as a region 
mask association between temporally consecutive frames and estimating the trajectory of an 
object in the image plane as it moves around a scene. In this article, we use block matching 
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technique for this purpose. The entire process of tracking the moving object is illustrated in 
Fig 8.  The details of the tracking mechanism of the interest moving object are described in 
the following sections. 
 

 

Fig. 8. Entire flow of tracking of interest object  
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3.1 Block matching method 
Block matching is a technique for tracking the interest moving object among the moving 
objects emerging in the scene. In this article, the blocks are defined by dividing the image 
frame into non-overlapping square parts. The blocks are made based on peripheral increment 
sign correlation (PISC) image (Satoh et al., 2001; Sugandi et al., 2007) that considers the 
brightness change in all the pixels of the blocks relative to the considered pixel. Fig. 9 shows 

the block in PISC image with block size is 5×5 pixels. Therefore, one block consists of 25 pixels. 
The blocks of the PISC image in the previous frame are defined as shown in Eq. (7). Similarly, 
the blocks of the PISC image in the current frame are defined in Eq. (8). To determine the 
matching criteria of the blocks in two successive frames, we evaluate using correlation value 
that expresses in Eq. (9). This equation calculates the correlation value between block in the 
previous frame and the current one for all pixels in the block. The high correlation value shows 
that the blocks are matched each other. The interest moving object is determined when the 
number of matching blocks in the previous and current frame are higher than the certain 
threshold value. The threshold value is obtained experimentally. 

 
( )1,   if  ,

0,    otherwise

f f i jnpbnp

⎧ ≥⎪= ⎨
⎪⎩

 (7) 

 
( )1,   if  ,

0,    otherwise

f f i jnpbnp

⎧ ≥⎪′ = ⎨
⎪⎩

 (8) 

 * (1 ) * (1 )
0 0

N N
corr b b b bn np np np np

p p
′ ′= + − −∑ ∑

= =
 (9) 

where :  b and b’ are the block in previous and current frame,  n is number of block and N is 
number of pixels of block, respectively. 
 

fi-2,j-2 fi-1,j-2 fi,j-2 fi+1,j-2 fi+2,j-2 

fi-2,j-1 fi-1,j-1 fi,j-1 fi+1,j-1 fi+2,j-1 

fi-2,j fi-1,j fi,j fi+1,j fi+2,j 

fi-2,j+1 fi-1,j+1 fi,j+1 fi+1,j+1 fi+2,j+1 

fi-2,j+2 fi-1,j+2 fi,j+2 fi+1,j+2 fi+2,j+2

Fig. 9. PISC image for block size 5 × 5 pixels 

3.2 Tracking method 
The tracking method used in this article can be described as following. The matching 
process is illustrated in Fig. 10. Firstly, blocks and the tracking area are made only in the 
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area of moving object to reduce the processing time. We make the block size (block A) with 
9x9 pixels in the previous frame. We assume that the object coming firstly will be tracked as 
the interest moving object. The block A will search the matching block in each block of the 
current frame by using correlation value as expresses in Eq. (9). In the current frame, the 
interest moving object is tracked when the object has maximum number of matching blocks. 
When that matching criteria is not satisfied, the matching process is repeated by enlarging 
the tracking area (the rectangle with dash line). The blocks still are made inside the area of 
moving object. When the interest moving object still cannot be tracked, then the moving 
object is categorized as not interest moving object or another object and the tracking process 
is begun again from the beginning. 

4. Object identification 

The object identification is the last stage of our study. In this stage, firstly, we will explain 
about features extraction for object detection (Cheng & Chen, 2006). In this article, the 
extracted features are divided into the following two types; color and spatial information of 
the moving objects. 
 

 
a. previous frame 

 

 
b. curent frame 

 

Fig. 10. Matching process 

4.1 Spatial feature extraction 
The feature of objects extracted in the spatial domain is the position of the tracked object. The 
spatial information combined with the features in time domain represents the trajectory of the 
tracked object, so we can estimate the movement and speed of the moving objects that we 
tracked. Therefore, the features of spatial domain are very important to object identification. 
The bounding box defined in Eq. (10) is used as spatial information of moving objects. 

AA

A
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After getting the interest moving object, we extract the interest moving object by using a 
bounding box. The bounding box can be determined by computing the maximum and 
minimum value of x and y coordinates of the interest moving object according to the 
following equation: 

 ( ){ }min min min, ,i i i iB x y x y O= ∈   

 ( ){ }max max max, ,i i i iB x y x y O= ∈  (10) 

where Oi denotes the set of the coordinate of points in the interest moving object i, Bimin is the 
left-top corner coordinates of the interest moving object i and Bimax is the right-bottom corner 
coordinates of the interest moving object i, respectively. Fig. 11 shows an example of the 
bounding box of the object tracking. 

4.2 Color feature extraction 
The color feature extracted from the object is RGB color space as the RGB color information 
can be obtained from video capture device directly. We extract the information from upper  
 

  
a. single  moving object b. two moving objects 

Fig. 11. Example of bounding box of moving object 
 

 

Fig. 12. Definition of a human body ratio 
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and lower part of the object to obtain more color information for identification. The ratio of 
these three parts can be defined as shown in Fig. 12. However, in this article, we only 
calculate the color information of the upper and lower part excluding the head part of the 
object. The first color information calculated is mean value of each human body part as 
calculated by Eq. (11) for upper part and Eq. (12) for lower part. The mean value is 
calculated for each color component of RGB space. 

 
( )max max

min min

,

#

i i

i ii
U

k

x y
kx x y yO

f i
U

f x y

O
μ = ==

∑ ∑
 (11) 

 
( )max max

min min

,

#

i i

i ii
L

k

x y
kx x y yO

f i
L

f x y

O
μ = ==

∑ ∑
 (12) 

where i is number of the moving objects and (x, y) is the coordinate of pixels in moving 

object. ( )max max,i ix y  and ( )min min,i ix y  are the coordinates of the bounding box of moving 

object i,  fk(x,y) denotes pixel value for each color component in RGB space of the current 

frame, i
UO and i

LO denote the set of coordinates of upper and lower part of human body of 

moving object i and #Oi is the number of pixels of moving object i.  
The standard deviation has proven to be an extremely useful measure of spread in part 

because it is mathematically tractable. Standard deviation is a statistical term that provides a 

good indication of volatility. It measures how widely the values are dispersed from the 

average. Dispersion is the difference between the actual value and the average value. The 

larger the difference between the actual color and the average color is, the higher the 

standard deviation will be, and the higher the volatility. We can extract more useful color 

features by computing the dispersed color information from upper and lower part of body 

as shown in Eq. (13) for the upper part and Eq. (14) for the lower part. 
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min min

2

,

#
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O
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−
=
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where 
i
U

k

O
fSD and 

i
L

k

O
fSD denote the standard deviation of each color component of RGB space 

for upper and lower part of the human body of moving object i, respectively. 

4.3 Identification process 
After the feature extraction, we can represent the moving object i by the following feature 

vectors; 

 ( )min max, , , , ,
i ii i
U UL L

k k k k

O OO Oi i i
f f f fF SD SD B Bμ μ=  (15) 

www.intechopen.com



Object Tracking 

 

16 

To identify a moving object, a feature queue is created to save the features of the moving 

objects. When a new object enters the system, it will be tracked and labeled, and the features 

of the object are extracted and recorded into the queue. Once a moving object i is detected, 

the system will extract the features Fi of the object i and identify it from the identified objects 

in the queue by computing the similarity ( ), jiS F F , j =1… n, where j is one of the n identified 

objects. The similarity, ( ), jiS F F  is computed as in Eq. (16), 

 

( )

( ) ( )min max maxmin

,

                   

                   0 5 0 5

j ji i
U U L L

k k k k

j ji i
U U L L

k k k k

O OO Oji
f f f f

O OO O
f f f f

j ji i

S F F Mc Mc

Msd SD SD Msd SD SD

. Mp B B . Mp B B

μ μ μ μ⎛ ⎞ ⎛ ⎞= − + −⎜ ⎟⎜ ⎟
⎝ ⎠⎝ ⎠

⎛ ⎞ ⎛ ⎞+ − + −⎜ ⎟⎜ ⎟
⎝ ⎠⎝ ⎠

+ − + −

 (16) 

 

where Mc and Msd are the membership function of color information and standard 
deviation as defined in Eq. (17) and Eq. (18), Mp is the membership function of spatial 
information as defined in Eq. (19). 

 
1 /          if  

( )
0                      if  
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Mc x
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− <⎧
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 (19) 

 

where Thr is threshold which is obtained experimentally and W is the width or height of the 
image frames. We compare the features of detected object with those of the objects in the 
feature queue. The one with the maximum similarity is identified as the same object. The 
whole object identification flow is shown in Fig. 13.  

5. Experimental results 

We have done the experiments using a video camera in outdoor environment and real time 
condition. The experiment is performed in 2.54 [GHz] Pentium 4 PC with 512 MB memory. 

The image resolution is 320 × 240 [pixels]. The size of each block is 9×9 [pixels]. The 
experimental results are shown in Fig. 14–Fig. 16. The rectangle area on the object shows the 
tracked object. The identification result is shown in Table 1. In the experimental results, we 
can extract the moving objects on the successive frame successfully and identification rates 
of 92.8% were achieved.  
In our experiment, we tracked the interest object from two and three moving objects that 
occluded between each other when objects move in the same and different direction. We 
assumed that the first moving object emerging in the scene as the interest moving object. We 
did the experiments in three conditions. In the first condition, we tracked the interest 
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Fig. 13. Flow chart of object identification 

moving object when it is occluded by another moving object when they move in the same 

direction as shown in Fig. 14. In the second condition, we tracked the interest moving object 

when it is occluded by another moving object when they move in different direction as 

shown in Fig. 15. In the third condition, we tracked the interest moving object among three 

moving object appear in the scene as shown in Fig. 16.  
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On the first case (Fig. 14), at first, the man wearing the white shirt enters the scene from the 
left side. This object is successfully detected as the interest moving object. While the first 
object is being tracked, another object (man wearing the blue shirt) enters the scene from the 
right side. They move in the different direction and overlap each other in the middle of the 
scene. We successfully track the first moving object as the interest moving object as our 
assumptions while the other moving object is not tracked.  
 

   
   

   

Fig. 14. Two moving objects move in different direction 

On the second case (Fig. 15), at first, the man wearing the blue shirt enters the scene from the 
left side. This object is successfully detected as the interest moving object. Then on the next  
 

   
   

   

Fig. 15. Two moving objects move in same direction 
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frame, the man wearing the white shirt enters the scene from the same side. They move in 
the same direction and occlude each other in the middle of the scene. We successfully track 
the first moving object as the interest moving object as our assumptions while the other 
moving object is not tracked. 
 

   
   

   

Fig. 16. Three moving objects occlude in the middle of the scene 

 

Experiment 
Object 

detected 
Correct 

identification 
Identification 

rates [%] 

1 126 117 92.8 

2 148 136 91.9 

3 154 141 91.6 

Table 1. Object identification results 

 

  
a.  an object entering scene b. an object moves slow down 

Fig. 17. Error in object identification 

On the third case (Fig.16), at first, the man wearing the white shirt enters the scene from the 
right side. This person will be tracked as the interest moving object. Then on the next frame, 
another man enters the scene from right side. They move in the same direction. The third 
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man enters the scene from the left side. They occlude each other in the middle on the scene. 
We successfully track the first moving object as interest moving object as our assumptions 
while the other moving object is not tracked. 
To evaluate our method, we performed the object identification method based on spatial 
and color information of the tracked object. Table 1 shows the result of the object 
identification. From the table, we notice that some objects are not correctly identified in 
some frames of each experiment. The wrong identification occurs in two types. First, it 
occurs when the moving object just enters or leaves the scene. When the moving object is 
just entering the scene, the system can detect the moving object. However, the extracted 
features of the moving object in this case cannot represent the moving object very well, 
because only partial of the features of the moving objects are extracted.  The second error 
occurs when the moving object is slowing down. In this situation, the frame difference of the 
object becomes smaller. Therefore, only smaller bounding box and less moving pixels are 
obtained. On this condition, the extracted features will lose its representative.  Both of errors 
are illustrated in Fig. 17. 

6. Conclusion 

This article proposed a new method for detecting the moving object employing frame 
difference on low resolution image, tracking the moving object employing block matching 
technique based on peripheral increment sign correlation image for tracking the interest 
moving object among the moving objects emerging in the background and identifying the 
moving objects employing color and spatial information of the tracked object. The 
experiment results and data show the effectiveness and the satisfaction of the proposed 
methods. Using our method, we can achieve the identification rate of 92.1[%] in average.  
However, the proposed method still has limitations. The limitations can be investigated as 
followings. Firstly, the detection method based on frame difference on low resolution image 
has a limitation when the moving object is too small to be detected. It is occurred because 
the low resolution image removes the small moving objects emerging in the background. To 
overcome this limitation, we can add another method such as skin color detection. By using 
this method, even if the moving object is too small, it can still be detected based on the skin 
color of the object. Secondly, the block matching technique has successfully tracked the 
interest moving object in the occlude condition. However, when the moving objects appear 
in the same time, we cannot judge any object to be an interest object. Moreover, when the 
interest moving object is covered by the occluded object, the image information of the 
interest moving object cannot be read by the camera. This condition cause the system cannot 
recognize the interest moving object. Those limitations can be solved by adding other 
information to the interest moving object such as flow of moving object based on optical 
flow, dimension or another feature and also we can add the color information to each object. 
So whenever the objects appear, they have their own model that different from each other. 
And we can track them based on the model.  
Thirdly, color and spatial information method show the high correct identification rate. 
However, the system still cannot identify the objects sometimes when they are just entering 
or leaving the scene. The extracted features in this case are not enough to be used to identify 
the moving objects. The system also has limitation when the object is moving slowly. In this 
condition, the inter-frame difference image of the object will become smaller and we will get 
smaller bounding box and less moving pixels. Therefore, the extracted features will lose its 
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representative. The correct identification rate highly depends on the correctness of the 
moving object detection and feature representation.  This problem can be improved by a 
better feature selection method and moving object detection method. 
By considering those limitations and implement some improvements to our method 
including speed up the processing time, they could lead to some improvements in the 
tracking system. These are remaining for future work. 
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