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1. Introduction 

Traditionally Business Intelligence (BI) is defined as “a set of mathematical models and 
analysis methodologies that exploit the available data to generate information and 
knowledge useful for complex decision making processes” (Vercellis, 2009). The real-time 
aspect of BI seems to be missing from the classical studies. BI systems technically combine 
data collection, data storage, and knowledge management with analytical tools to present 
complex and competitive information to business strategic planner and decision makers 
(Negash, 2003). This type of BI systems or architectures has served for business usage for 
past decades (Rao, 2000). 
Nowadays businesses evolved to be more competitive and dynamic than the past, which 
demand for real-time BI and capability of making very quick decisions. With this new 
business market demand, recently published works (Yang & Fong, 2010; Sandu, 2008) 
advocated that BI should be specified in four dimensions: strategic, tactical, operational and 
real-time. Most of the existing decision-support systems however are strategic and tactical; 
BI is produced by data mining either in forms of regular reports or some actionable 
information in digital format within a certain frame time. Although the access to the BI 
database (sometimes called Knowledge base) and the decision generated from data-mining 
rules are instant; the underlying historical data used for analysis may not be most up-to-the-
latest-minute or seconds. 
Compared with the operational BI, real-time BI (rt-BI) shall analyze the data as soon it enters 
the organization. The latency (data latency, analysis latency, decision latency) shall be zero 
ideally. In order to establish such real-time BI systems, relevant technologies to guarantee 
low/zero latency are necessary. For example, operational / real-time BI data warehouse 
techniques are able to provide fresh data access and update. Thus operational BI can be 
viewed as rt-BI as long as it can provide analytics within a very short time for decision 
making. The main approach is: system response time shall stay under a threshold that is less 
than the action taking time; and the rate of data processing shall be faster than the rate of 
data producing. However, there are many real-time data mining algorithms in theoretical 
fields, but their applicability and suitability towards various real-time applications are still 
vague; so far no one has conducted an in-depth study for rt-BI with consideration of stream-
mining. We take this as the research motivation and hence the contribution of this chapter. 
The chapter is structured in the following way: Section 2 is an overview of rt-BI system; the 
high-level framework, system architecture and process are described. Section 3 is a 
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discussion of how rt-BI could be applied in several typical application scenarios. Section 4 
details a set of experiments by simulating the different impacts of traditional data-mining 
and stream-mining in rt-BI architecture. A conclusion is drawn in the last section 

2. rt-BI architecture 

2.1 Overview of the rt-BI framework 

rt-BI system relates to many technologies and tools evolved from strategic BI and tactical BI. 
Following previous research, a four-layer framework is proposed for rt-BI system in Figure 
1. The main improvement is a real-time processing of whole knowledge discovery process.  
 

Real-time Analytics Layer

Real-time Data mining, Stream Mining, etc  

Real-time Data Process Layer

Real-time Data Warehouse, Stream SQL, etc.

Business Operational  Layer
Business processes, CRM, ERP, etc. 

Presentation Layer
Visualization , Digital Report, Alarm,  etc

Feedback

 

Fig. 1. Four-layer Framework 

A. Business operational layer 

This layer composes of two primary functions: business activity monitoring (BAM) and real-
time process tuning (McCoy, 2002). Azvine (Azvine et al., 2006) presents the shortcoming of 
current BAM and process tuning technology for rt-BI: 1) current BAM can’t make intelligent 
conclusion about the overall business process behavior; 2) and real business processes 
changes are carried throughout initiatives manually, that is expensive and time consuming. 
On the other hand, the level of automation is divided into two stages: semi- and fully-
automatic. Our proposed framework tackles these problems with a fully-automated process. 
The system is built right on the top of business operations. It shall facilitate automated 
mapping of existing business operations within an organization, capture the knowledge to 
automate process tuning, optimization and re-engineering, and monitor people and systems 
for process conformance. 

B. Real-time data process layer 

This layer is responsible for providing qualified data to its upper layer – analytics layer. 
Data come from various resources in different formats. If the data contain too much noise, it 
will impair the business intelligence discovery. In this layer, the system is required to obtain 
the quality data within a time constraint. For this reason, preparation process should not 
take too long. Modern digital source is a kind of large volume and rapidly changing data. 
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Data stream technology (Botan, 2009) provides a good solution to build real-time data 
warehouse, with which increased refresh cycles to frequently update the data. This kind of 
data warehouse systems can achieve nearly real-time data updating, where the data latency 
typically is in the range from seconds to minutes. 

C. Real-time analytic layer 

Traditionally, data analyzing follows “analyst-in-the-middle” approach where human 
expert analysts are required to drive or configure the information with BI software and 
tools. But such manual task will incur analysis latency. To this end, the analysis tools should 
provide a high degree of automation, which is relating to artificial intelligence technology. 
Data miners serve as the kernel to build models or extract patterns from large amounts of 
information (Hand & Mannila, 2001; Hand, 1999, Hoffmann et al., 2001). Analytics layer 
uses fast data mining method to interpret data to information. So far there are many real-
time data mining algorithms and methodologies. The four popular types are: clustering, 
classification, frequency counting, and time series analysis. Stream processing engines are 
also used based on sliding windows technology (Dong, 2003). 

D. Presentation layer 

This layer presents the BI to end-user in a highly interactive way in order to shorten action 
latency. The presentations vary in formats and designs. For examples, sophisticated time-
series charts show a trend, and a KPI dashboard alarms off anomalies etc. Many companies 
provide these techniques as third party solutions, iNetSoft, SPSS, IBM, etc. 

2.2 System architecture 

Traditionally, the classic method to build model with data mining algorithm is training-then-
testing approach. But the weakness is they may not suit large volume and high speed data.  
A Mining Model Definition Language (MMDL) is used for stream mining system (Thakkar, 
2008), but it has not illustrated how to design a stream mining system in a technical sense. A 
research (Stonebraker, 2005) proposed three real-time data stream processing architectures 
which can potentially be applied to solve high-volume low latency streaming problems but 
its both Rule Engine and Stream Process Engine architectures only rely on stream data 
querying (SQL). Mining data streams has been studied by many researchers. Gaber (Gaber, 
2005) summarized the most cited data stream mining techniques with respect to different 
mining tasks, approaches and implementations. They proposed an adaptive resource-aware 
approach called Algorithm Output Granularity (AOG) (Gaber, 2004; Gaber, 2008). 
The rt-BI system architecture described in this section is derived from the previous research 
in data mining and business intelligence. Different from the previous ones, the proposed 
architecture concentrates on constructing a system which is able to extract potential BI and 
return result to end-user in real-time. 
Figure 2 shows a static view of rt-BI system architecture. Firstly, the rt-BI system collects a 
large amount of historical data from existing information system. Secondly, the system 
collects and monitors the new input data in real-time data process layer. If necessary it will 
transform the data into adequate forms. Thirdly, the system determines whether it relates to 
an established model in the real-time analytics layer. If so, the system matches it with the 
rules and returns BI result. Otherwise, the system runs on data-mining process in order to 
find new rules and BI. A newly found model is updated to the rule-based database. Fourthly, 
the discovered information is summarized as rt-BI result and presented in appropriate 
formats. During this process, any mis-prediction or incorrect-pattern will be updated to 
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Fig. 2. rt-BI System Architecture 

database in the case of next data mining happens. This process should be within a certain 
time threshold that the BI output is useful for decision making (to ensure no analytics 
latency). By this architecture, the system collects data and generates some prediction models 
in real-time. The data used to discover BI is not only dependent on historical but also the 
new incoming data. 
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2.3 rt-BI analyzing process 

The analyzing kernel of an rt-BI system is the mining process. In this section, we show a 
dynamic diagram in Figure 3 to show how to implement the data mining process in RT-BI 
system. 
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Return BI
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Fig. 3. rT-BI Generating Workflow 

The process contains two segments: rule-based matching, and new BI mining. When new 
data comes, a timer is started to control the rt-BI running time so as to restrict analytics 
latency within an acceptable level. A timeout threshold is determined by the time required 
to make a decision, which restricts the rule-based matching time as well as the BI mining 
time. If new arrival data are correlating to the already established rules, the rule-based 
matching process activates and returns the BI within the time threshold. Otherwise, the new 
BI mining process will trigger. The determination should be within the time threshold. If it 
timeouts, the rt-BI system is deemed failed to discover new BI and returns the most recently 
updated information instead. 

3. Applications of RT-BI system 

The proposed system architecture can be applied in different applications. We illustrate four 
typical application domains. A more comprehensive comparison is presented in Table 1. 

www.intechopen.com



 New Fundamental Technologies in Data Mining 

 

88 

A. Anomaly detection and automated alerts 

Anomaly Detection refers to detecting patterns in a given data set that do not conform to an 
established normal behavior (Hodge, 2004). The detected patterns are called anomalies, 
which are also referred to as outliers, surprise, aberrant, deviation, peculiarity, etc. and often 
translated to critical and actionable information in several application domains. Many 
anomaly detection techniques have been specifically developed for certain application 
domains, while others are more generic. Its application domains mainly include: insurance 
fraud detection (Phua et al, 2004), network attack detection (Zhengbing et al., 2008), and 
credit card fraud detection (Quah & Sriganesh, 2008; Whitrow et al., 2009), etc. A survey 
(Chandola et al., 2009)  tries to provide a structured and comprehensive overview of the 
research on anomaly detection, but it doesn’t give a generic design for such kind of rt-BI 
system. This type of applications is not only required to find the anomaly pattern from a 
large amount of data in real-time, but to present the result to end-user reliably and take 
action efficiently. 

B. Prediction and suggestions recommender 

Customer Relationship Management (CRM) systems apply data mining to analyze and 
predict the potential customer values. Although the analysis of available information for 
those customers who in the past have purchased product or services based on the historical 
data, and the comparisons with the characteristics of those who have not taken up the offer 
of the enterprise, it is possible to identify the segments with the highest potential. 
Commercial recommender systems use various data mining techniques to provide 
appropriate recommendations to users during real-time online sessions. E-business 
transactions usually take place over online networks. For analyzing e-Portal information, rT-
BI system is recommends suitable suggestions to customers. A context-similarity based 
hotlinks assignment (Antoniou et al., 2009) analyzes the similarity of context between pages 
in order to suggest the placement of suitable hotlinks. Another real-time recommendation 
system based on experts’ experiences is proposed in (Sun et al., 2008). It simplifies content-
based filtering through computing similarity of the keywords and recommends common 
users the Web pages based on experts’ search histories but not the whole Web pages.  
Online recommender systems often use the suggested purchase items, or the items in which 
costumer may be also interested, as the presentation of rT-BI. These techniques widely used 
in call centers to make investigation service in terms of the telephone call data stream. 

C. Forecast and markets analysis 

Pricing network resources is a crucial component for proper resource management and the 
provision of quality of service guarantees in different markets. A model used data mining to 
forecast the stock market with time series (Dietmar et al., 2009). A competitive market 
intelligence system (Weiss & Verma, 2002) proposes to detect critical differences in the text 
written about a company versus the text for its competitor. However, the intelligence system 
is compelled to depend on empirical performance, which has to require human interaction 
to analyze the discovered patterns. As aforementioned, the latency is the primary constraint 
of operational BI and real-time BI. A business cannot respond to events as they happen if it 
cannot find out about these events for hours, days, or weeks. It also cannot immediately 
respond to events if the system that supplies the analyses of these events is down. If the 
problems of data latency and data availability are solved, then businesses react proactively 
to new information and knowledge rather than reactively. 
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Real-time business intelligence dashboards are used to bridge the gap between operational 
business intelligence and real-time business intelligence. It shall display not only historical 
information but also show the current status to support decision making.  

D. Optimization and supply chain management 

Supply Chain Management (SCM) is one of the hottest topics in e-Commerce. Online 
business transaction builds a dynamic pricing model that is integrated into a real-time 
supply chain management agent (Ku et al., 2008). Besides the pricing strategy, real-time 
supply chain management in a rapidly changing environment requires reactive and 
dynamic collaboration among participating entities. Radio Frequency Identification (RFID) 
is widely used in high-tech arena. It is described as a major enabling technology for 
automated contactless wireless data collection, and as an enabler for the real-time enterprise. 
Goods are supervised while they are embedded with RFID tags. The tags can send out 
electronic signal through its inside antenna. After capturing the data stream by sensors, 
RFID system is aware of the information of the goods, such as location and status. The real-
time supervising and gaining visibility can achieve quick responsiveness and high efficiency 
in business flows, if RFID technology can be applied efficiently (Gonzalez et al., 2006).  
The proposed architecture may address the challenge of processing high-volume, real-time 
data with requiring the use of custom code. rt-BI systems provide pattern discovery, trend 
detection, and visualization, controlling and improving the flow of materials and 
information, originating from the suppliers and reaching the end customers. 

4. Experiments 

4.1 Simulation setup 

In our experiment, a simulation is programmed to verify the proposed framework. 
Simulated “real-time” environment runs through Massive Online Analysis (MOA), a 
framework for data stream mining. (Source: University of Waikato, www.cs.waikota.ac.nz). 
MOA consists of a library of open source JAVA API extending from WEKA data mining. 
The experiment platform is a PC with 2.99 GHz CPU and 1 GB RAM. The main procedure 
flow is shown in Figure 4. 
Experiments are performed on both synthetic data and real data. Synthetic data are 
generated by Random Tree Generator provided by MOA. Real data are collected from 
PKDD’99 conference. (Source: http://lisp.vse.cz/pkdd99/Challenge/chall.htm). We chose 
them because they came from real-world financial and banking applications. This procedure 
is simulating Business Operational Layer process. 
The collected data are in different formats. Thus, a data filter simulates Real-time Data Process 
Layer, emerging different tables, eliminating noisy data, and converting different types of files 
to MOA readable ARFF format. The sensor is accountable in implementing the following 
tasks: partition datasets from data source with a pre-configured size; and transfer partitioned 
data to a mining engine in an interval time, simulating a continuous stream flow. 
Real-time Analytics Layer uses Hoeffding Tree (Hoeffding, 1963) as the core fast mining 
algorithms. As a pre-configured threshold of maximum memory size (window size), 
remaining available time (time out threshold), a decision tree is generated for each window 
in real-time. With the time passing by, the tree structure changes simultaneously. After a 
decision tree is built, a set of test stream data are used to test the accuracy. With the tree 
structure changing, a simple chart is reported in Presentation Layer.  
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Fig. 4. Procedure Workflow 

4.2 Results and discussions 

Discussion of how rt-BI could be applied in several typical application scenarios. 
In the simulation, Hoeffding Tree algorithm is the main algorithm of very fast decision tree 
classification for real-time data mining. It is used with VFML10 (Bernhard et al., 2008) 
numeric estimator. The accuracy percentage is calculated by the Basic Classification 
Performance Evaluator provided in MOA, which refers to following formula:  

%100×=
rationNumbeTotalOberv

berrvationNumCorrectObe
Accuracy

 

www.intechopen.com



Enabling Real-Time Business Intelligence by Stream Mining 

 

91 

A. Accuracy and window size  

We extracted data segments of various sizes of windows from the same resource, 
respectively 1K, 5K, 10K, 100K, 250K, 500K, 750K and 1000K bytes. A streaming 
environment is simulated that data comes into rt-BI system continuously 
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Fig. 5. Average Predication Accuracy Comparison 

Generally, the synthetic data have a better performance than the real data result due to the 

controlled sparsity, but both the trends are correspondingly rising up. The accuracy 

increases with the window size growing (Figure 5). This experiment shows that: the larger 

the window size is, the higher accuracy. Thus, when it comes to designing a rt-BI system we 

have to consider what the optimal window size it should take. However, a large window 

size also yields certain delay. 

B. Window size and complexity  

Data mining algorithm has different efficiency in terms of its complexity. There are some 

factors influencing the complexity. For instance in our experiment, Hoeffding Tree’s 

complexity is effected by the serialized size. The bigger this size is, the higher the 

complexity. This size also influences the need of computing resource. In our simulation, 

when the size of window gets large, the Java virtual machine was allocated a generous 

amount of memory. It strongly indicates that the serialized size was the cause. We tested 

different windows with increasing size from 1 Kb to 1M bytes, and observed this trend. 

Figure 6 shows that: (1) a significant growth of serialized size appears from 1Kb to 500 Kb; (2) 

and a relatively slowly growing appears from 500 K to 1 M bytes. In other words, the relatively 

high complexity is found in the bigger data size region; the complexity becomes steady when a 

threshold arrives, so the increasing trend slows down. When we design a system, we shall 

consider this threshold and required response time together. If the required response time 

(timeout) is less than this threshold, we will achieve zero analysis latency as a result. 
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Fig. 6. Average Tree Complexity Comparison 

C. Traditional and real-time learning methods   

The biggest difference between traditional BI and rt-BI discovery is the data analyzing 
method. Due to the differences of the learning methods, rt-BI uses windowing technique, 
instead of training and testing the whole structured dataset as in traditional BI. The 
experimental data is the same as that in the previous experiments. From Figures 7 and 8, a 
classic classification method – Naïve Bayesian – is used in the traditional learning method. 
The ratio of training data size and testing data size is 1:1, 1:2, 2:1 respectively. rt-BI method 
based on Hoeffding Tree applies windowing technique. We can observe a significant trend 
that: traditional BI has a much better accuracy than rt-BI when the data size is relatively 
small; however, this advantage is not observed any more while the data size (window size) 
increases to a certain extent.  
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Fig. 7. Predication Accuracy Comparison between Bayesian and HTA 
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Fig. 8. Average Predication Accuracy Comparison between Bayesian and HTA 

Figure 9 gives a comparison between a classic traditional decision tree J48 C4.5 and 
Hoeddfing Tree in our experiment. Synthetic data are used as input. We can see that both of 
them display an increasing accuracy while the data size is growing, C4.5 has a better 
performance than Hoeddfing tree but the former tree takes much more time than the latter 
one. For this reason, it may be unsuitable for rt-BI. Thus, we may make a short conclusion 
that: compared with traditional BI method (that is comprised of complete data training and 
testing), rt-BI equipped with stream data mining method obtains a better performance, and 
therefore it does suit environments characterized by huge and streaming data 
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Fig. 9. Average Predication Accuracy Comparison by Window Sizes 
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5. Conclusion 

Real-time business intelligence is a new concept in knowledge discovery. rt-BI requires 
exploring BI from a large volume and rapidly arriving data in business operations. rt-BI 
system aims to achieve very short time required in data process and analysis process for 
decision making. We proposed a generic framework architecture for rt-BI, followed by a 
discussion of rt-BI applications.  
In addition, a simulation experiment is developed to validate the stream-mining 
performance. The results show that: 1) the window size is a key to determine the algorithm’s 
accuracy in rt-BI system design; 2) the proposed framework is able to achieve nearly zero 
analysis latency within a threshold timeout. This shows using stream mining in rt-BI is 
desirable; 3) compared with traditional BI method, the rt-BI method has a better 
performance for a large volume of high speed streaming data. 
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