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Hyperspectral Data Analysis and Visualisation 

Maarten A. Hogervorst and Piet B.W. Schwering  
TNO Defense & Security,  

The Netherlands 

1. Introduction     

Electro-Optical (EO) imaging sensors are widely used for a range of tasks, e.g. for Target 
Acquisition (TA: detection, recognition and identification of (military) relevant objects) or 
visual search. These tasks can be performed by a human observer, by an algorithm 
(Automatic Target Recognition) or by both (Aided Target Recognition). In the past decades, 
the development of night vision devices in the thermal infrared and image intensifying 
systems has greatly extended the applicability of EO systems. Despite of these rapid 
developments, the current generation of sensors has important limitations. Until now, 
operational thermal imagers are sensitive to IR (infrared) radiation from a single spectral 
band in the Long Wave (8-14 μm, LWIR) or Mid Wave (3-5 μm, MWIR) infrared region. 
These so-called broad band sensors basically produce a monochrome (i.e. a black-and-white 
pan-chromatic) image that deviates considerably from a normal daylight view, and is based 
on temperature contrasts in a scene. With these systems, the distinction between real targets 
and decoys, or between military and civilian targets is often difficult to make. Also, 
camouflaged targets or targets that are hidden deep in the woods are difficult to detect. 
Recognizing different objects and materials may be difficult. Examples of misinterpretations 
when using an Image Intensifier system are grass that looks like snow, or trees that look like 
bushes, when seen from a helicopter. These misinterpretations may lead to disorientation 
(loss of Situational Awareness) or to a (fatal) wrong distance estimation. 
Currently, multi-band and hyperspectral imaging sensors in the thermal infrared are under 
development. Traditionally hyperspectral imagers were developed for satellites with 
applications ranging from monitoring the environment, climate analysis, detection of 
pollution and fires. These systems also promise significant improvements in military task 
performance. With these new systems, targets may be distinguished not only on the basis of 
differences in radiation magnitude, but also on differences in spectral properties. Multi-
band sensors are sensitive to several (2 to 10) sub-bands in a spectral region. Hyperspectral 
sensors are sensitive to many (in the order of 100) sub-bands. Hyperspectral sensors have 
existed for a while, and have mainly been used for remote sensing from a airborne platform 
or a satellite. Only recently these sensors entered the infrared spectral sensitivity regions. A 
recent overview on hyper spectral image technology is provided by Vagni (1990). Present-
day hyperspectral sensors typically contain a very high number of spectral bands. The 
penalty for using such a high number of spectral bands is that for each spectral-band image 
the averaged signal-to-noise ratio is smaller than for a broad band sensor. Operational 
hyperspectral systems will be complex and expensive because of the wavelength 
discrimination element in the sensor. This is especially true for the infrared wavelength 
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range. Furthermore, the processing of this huge amount of data of a hyperspectral image 
cube may be troublesome. It complicates a near real-time image processing solution for 
automatic target detection. Band selection is therefore seen as an important step in realizing 
effective operational hyper/multi-spectral imaging solutions.  
Hyperspectral sensors provide a large amount of information (a three-dimensional, 3-D, 
hypercube with the 3rd dimension coding the spectral information) at the cost of a reduced 
speed. The additional spectral information from multi-band or hyperspectral sensors may be 
used, for instance, for automatic detection, recognition or identification. Alternatively, the 
information is visualised for human inspection. In addition, alternative presentation methods 
to human observers are possible. Ergonomic presentation techniques may simplify the 
interpretation of the images and enhance performance, situational awareness and/or 
viewing comfort. Until now, the potential of the new systems is largely unknown and it is 
not clear how the 3-D hypercube data should be presented to the observers. Human and 
automatic target acquisition both have their advantages and disadvantages. In this study we 
focus on human target acquisition performance, although this may be supported by 
automatically derived information. Automatic detection processes could support the 
operator in a tedious task of scanning through large amounts of data, while the operator can 
spend his time to classifying automatically detected objects. A major advantage of the 
human visual system (HVS) is its superiority in pattern recognition. It is able to analyze an 
image at different (spatial and temporal) scales simultaneously and the interpretation is 
robust to spatial and temporal noise and to many types of image distortions. Humans are 
very flexible and able to tell which part of an image differs from the background without the 
need to specify what characterizes these differences. In contrast to automatic target 
recognition systems the number of assumptions (about signature of target and background, 
target shape etc.) can be small. We argue that often the final interpretation is best left to a 
human observer. Of course, when more knowledge about target and background (signature, 
shape etc.) is available this can be used to help the observer interpreting the data. A 
combination of automatic target recognition and presentation techniques (i.e. aided target 
recognition) can elevate the drawbacks of the use of human interpreters, such as limited 
processing capacity, processing time, memory and attention. A problem with presenting 
hyperspectral imagery to a human observer is the huge amount of information. The 
question is how the data should be made available to the human visual system, i.e. which 
presentation offers sufficient, or the best, information transfer. This also depends on the task 
at hand (e.g. detection, situational awareness, identification) and the prior information 
available. Several applications are available that support the processing and analysis of 
hyperspectral data (e.g. MicroMSI, Opticks, Envi). The emphasis in these applications lies on 
the processing algorithms. Here, we focus on the development and evaluation of 
presentation methods that optimize the information transfer to the human operator.  

2. Optimal band selection 

Most research involving band selection has focussed only on small bands of single or a few 
wavelengths. However, for a multispectral configuration narrow bands are not practical, 
due to the limited signal-to-noise ratio, and this would require long integration times to get 
a good signal-to-noise ratio. Our research therefore not only looks at the location of the 
bands but also at the width of the bands. In our previous research (Withagen et al., 2001) a 
first attempt was made by developing an algorithm that first determines the best locations, 
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in terms of maximizing information content in a limited set of wavelengths,  for the bands 
and than the best width of the bands. This however does not allow for a comparison 
between broad and narrow bands. Therefore a new algorithm has been written to find the 
set of bands with optimal information, given the number of bands and their width.  

2.1 Band selection method 

We have developed two versions of the algorithm, a fast one that can quickly find a solution 
but does not guarantee to find the best bands, and an optimal algorithm, which searches all 
possible combinations but as a consequence takes a lot longer and can only be used if the 
number of required bands is small. In this way information content is optimized under the 
set boundary conditions. Each band combination is evaluated a distance measure that 
quantifies the separation between classes. We use two different distance measures 
(Landgrebe, 2003). The Mahalonobis distance and the Bhattacharyya distance, which are 
both described below. 
The Mahalanobis distance is defined as:  

 [ ] [ ]1
1 2 1 2

T
D μ μ μ μ−= − Σ −  (1) 

Where μ1 and μ2 are the class averages of the target class (class 1) and background class 

(class 2) and Σ is the covariance matrix of these classes. 

When using the Mahalanobis distance measure one has to keep in mind that the following 

assumptions are made: 

• The distributions of the classes are multivariate Gaussian distributions.  

• The covariance matrix of these distributions is the same for all classes.  

• The total number of pixels is large enough to accurately describe the covariance matrix 

(a rule of thumb is that the number of pixels should be at least 10 times the number of 

dimensions). 

The distance measure is implemented by first transforming the feature-space and then 

calculating the Euclidian distance between the centres of the classes in this transformed 

feature space. The transformation makes use of the average covariance matrix of the 

different classes involved. The data is transformed to a different feature-space by 

multiplying it with the eigenvectors of this covariance matrix. The effect of this 

transformation is that the data is de-correlated.  

The advantage of this transformation is visible in Figure 1. In the original feature-space 
(Figure 1a) the distance between background class BG1 (in light green) and background 
class BG2 (in dark green) is larger than the distance between background class BG1 (light 
green) and target class T1 (red), and hence the separability between classes BG1 and BG2 is 
better. In the transformed feature-space (Figure 1b) the classes which are most easy to 
separate also have the highest Euclidian distance. In the transformed feature-space the 
Euclidian distance is calculated between the centres of the different classes. The resulting set 
of distances is then stored in a distance matrix. From this matrix a final single distance value 
is derived in several ways depending on the experimental requirements (for example the 
minimum value of this matrix can be taken). Because we want to distinguish between 
background and target classes we choose the smallest distance between a target and a 
background class. This final distance value we will refer to as the quality of a band 
combination. In the band selection algorithm this quality is maximized. 
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Fig. 1. Example of a 2D feature-space (a) and its transformation (b). 

The Bhattacharyya distance is another distance measure that measures the distance between 
two multivariate Gaussian distributions. It is defined as:  

 [ ] [ ] [ ]1
1 21 2

1 2 1 2

1 2

1 / 21 1
ln

8 2 2

T
B μ μ μ μ

− Σ + ΣΣ + Σ⎡ ⎤= − − +⎢ ⎥⎣ ⎦ Σ Σ
 (2) 

One important difference with the Mahalanobis distance is that it does not take the average 
covariance matrix of the classes but keeps the class covariance matrices. The price that has to 
be paid in this case is that now each class has to contain enough pixels to describe its 
covariance matrix accurately. 

2.2 Optimization of band selection 
In order to find the best band combination two algorithms have been developed. The first 
algorithm searches all possible band combinations. This algorithm can only be used if the 
number of required bands is small (<4) because the calculation time increases exponentially 
with the number of bands. Therefore a second algorithm has been developed that searches 
in a more time efficient way, but as a consequence it is not guaranteed to find the optimum 
band combination. 
The algorithms are implemented in Matlab® and make use of the toolbox PRTools, a 
toolbox offered for free for academic research by the University of Delft in The Netherlands. 
The main data-object of PRTools is called the dataset. In this dataset a large number of 
objects can be stored, each object consisting of a certain amount of features. We use this 
dataset-type to store our pixel-data. The dataset-object also makes it possible to label each 
object with an integer value, which can be used to divide the pixels in different classes. 
We have analyzed the effects of the two algorithms: 
• Algorithm 1 is the fast algorithm. The way it selects its bands is by first selecting the band 

with the highest quality. Then it searches for a second band that, combined with the 
already found band, gives the highest quality. Then it searches for a third band in the 
same way and this process continues way until the required number of bands are found. 

• Algorithm 2 (called the optimum algorithm) searches every possible combination of 
bands, which guarantees that it will find the band combination with the highest quality. 
Because calculation times increase exponentially with the number of bands, it can only be 
used if the number of bands required is small. The algorithm can also be used in a sub-
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optimal way, by defining a step-parameter (see below) higher than 1, in which case the 
algorithm gets faster. Besides a potentially better solution, Algorithm 2 has another 
advantage with respect to Algorithm 1: because it calculates the quality for each 
combination, an overview of all qualities can be made, giving extra insight in the problem. 

To perform classification, the quadratic discriminant classifier (QDC) provided by PRTools 
is used. This is a quadratic classifier based on normal densities. For the two algorithms 
several inputs are needed:  
• number of background classes,  

• bandwidth,  
• shape,  
• distance type,  
• overlap,  

• quality criteria. 
For Algorithm 2 we also set a step and time estimation parameter. For TimeEstimation, if 1, the 
algorithm makes an estimate of the calculation time by calculating how many combinations it 
will have to evaluate and multiplying this with the quality evaluation-time, which it gets by 
making 5 evaluations and taking the average. A Step parameter (default is 1) is defined to use 
the algorithm in a faster, sub-optimal way. The idea behind this parameter is that when for 
example a bandwidth of 30 features is used, the band consisting of features 1 through 30 will 
almost be exactly the same as band 2-31. By setting a step of for example 3, the algorithm will 
only take into account bands 1-30, 4-33, 7-36 and so on, which can greatly decrease the 
calculation-time without sacrificing much of the optimality of the solution.  
If the overlap parameter is set to 0 (no overlap allowed), the bandwidth has also some 
influence on the calculation time. The larger the bandwidth the faster the algorithm will be 
because after the first band has been picked all features that make up this band are excluded 
for the following bands so effectively the total number of features decreases. Table 1 shows 
the calculation times of the Matlab implementation of Algorithm 1 for several numbers of 
bands using the Bhattacharyya or the Mahalanobis distance. The bandwidth used is 1. The 
number of pixels used is 1000. From this table we can conclude that the calculation of the 
Bhattacharyya distance takes on average about 30% less time then the calculation of the 
Mahalanobis distance. 
 

number of bands 
calculation time 

Bhattacharyya [s] 
calculation time 
Mahalanobis [s] 

2 8.5 16.0 

4 19.0 31.9 

6 30.9 47.7 

8 43.5 63.7 

10 57.3 80.3 

Table 1. Band-selection calculation times for Algorithm 1 (the fast algorithm), with 
max_overlap = 0 and band_width  = 1. The number of pixels used is 1000. Obviously 
calculation times are hardware dependent, but the important factor is the relative speed of 
the various runs. 

Calculation times for Algorithm 2 are substantially longer than those of Algorithm 1. The 
relation between the calculation time, the number of bands and the total number of features 
for this algorithm is: 
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              calc_time   ~   
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_ !( _ _ )!

total features
no pixels

no bands total features no bands
⋅

−
  (3) 

Depending on the value of the max_overlap parameter, the bandwidth also has a large 
influence on the calculation time. In Table 2 some calculation times are given for three 
different bandwidths and two different numbers of bands. max_overlap is set at 0 and the 
distance measure is Bhattacharyya. The Mahalanobis distance measure shows the same 
pattern but the calculation times are about 30% higher. 
 

Step: 1 Step: 2 number 
of bands 1 10 30 1 10 30 

2 00:10:03 00:07:20 00:04:58 00:02:10 00:01:50 00:00:54 

3 10:33:20 07:30:00 02:08:20 01:13:20 00:48:57 00:16:10 

Table 2. Band selection calculation times (hh:mm:ss) for Algorithm 2, using the 
Bhattacharyya distance measure,  with max_overlap = 0 and  band_width  = 1, 10 and 30. 
The number of pixels used is 1000. For step parameter = 1, 2. 

2.3 Results of band selection 
To analyze the speed of the fast Algorithm 1 compared to slow, but optimal, Algorithm 2 a 
comparison has been made for a representative data set for the case that several targets are 
used with the following input settings: 
• bandwidth = 30 
• number of bands = 3 
• step = 2 
• overlap = 0 
The data that was used consists of camouflaged military vehicles in a rural environment.  
Figure 3 shows an example of a typical image. 
The comparison has been made for the Bhattacharyya as well as the Mahalanobis distance. 
Table 3 summarizes the result. 
 

 
Algorithm 1 
bhattacharyya 

Algorithm 2 
bhattacharyya 

Algorithm 1 
mahalonobis 

Algorithm 2 
mahalonobis 

Quality 0.4745 0.5450 2.3396 2.7131 

QDC class. Error 
(miss-classified 
pixels) 

75 76 81 78 

band 1 (#features) 80 - 109 81 – 110 6 -  35 7 - 36 

band 2 (#features) 114 - 143 117 – 146 110 - 139 95 -124 

band 3 (#features) 168 - 197 169 – 198 169 - 198 169 -198 

Table 3. Comparison of the quality between Algorithm 1 and Algorithm 2, using counting of 
miss-classified pixels.  

Some of the bands found in the algorithm with the two classifiers are really different. 
Comparing band 1 for the Bhattacharyya distance and the Mahalanobis distance for 
Algorithm 2 shows that very different bands are selected, while the classification error is 
similar. This raises the question if there are more band combinations that give similar 
results. The differences in QDC classifier error are small and slightly in favour of the 
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Mahalonobis distance algorithms, and it is not known if these differences are really very 
significant. In view of these small QDC differences and the algorithm speeds described in 
the previous section, no positive choice for a preferable distance measure can be made.  
To investigate this, the quality of all band combinations (34220 in total) has been plotted for 
the Bhattacharyya distance and the Mahalanobis distance. These plots offer a revealing view 
on the significance of ‘best bands’. There are in fact a lot of different band combinations that 
have a quality close to the maximum value, especially in the case of the Bhattacharyya 
distance. The periodic nature of the figures arises from the systematic way in which the 
band combinations were chosen. Because of that, a certain band may occur more than once.  
Having in mind that there is no direct translation of the distance measure into the 
classification result, it makes sense to not only look at the band combination with the 
highest distance, but also to band combinations with bands nearby those bands. If the bands 
are plotted that are within 10% of the maximum value for the Bhattacharyya distance, the 
band around 11 µm has the highest contribution to the quality, since it is always present, see 
Figure 2a. When this band is chosen in combination with a band between 10 and 10.5 µm, 
the choice of the third band does not matter anymore. It can be anywhere between 8 and 9.7 
µm. Hence the contribution of this third band is minimal to the classification result. The set 
of the selected bands is shown  in Figure 2a. 
Figure 2b shows the pixel classification results. The red line in that graph represents the 
classification error of the band combination with the highest quality. Its classification result 
is average compared to the classification when the other band combinations with quality 
within 10% of the maximum is being used. The blue line show the classification errors for 
the band combinations of three bands selected from Figure 2a.  The number of miss-
classified pixels seems large but is considered over the entire image.  
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a)                                                                                  b) 

Fig. 2. Bands that have a quality (using the Bhattacharyya distance) within 10% of the 
maximum quality and associated miss-classifications. Figure 2a shows the combinations of 
three different wavelength bands of 1 μm wide, that were selected by the algorithm. Figure 
2b shows the classification errors in numbers of wrongly classified pixels for these band 
combinations (labelled by number).  

Classification results have also been compared by using the Mahalanobis distance. This time 
there are only a total of 26 band combinations that are within 10% of the maximum and the 
bands are all around the same wavelengths. Surprisingly, these bands do not show up in the 
set of best bands found using the Bhattacharyya criterion. Still, the bands found with the 
Mahalanobis criterion give a comparable classification result. Apparently, the boundary of 
10% within the maximum could be set lower to include even more band combinations. 
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In the application of band selection a two stage process can be applied. First, based on the 
distance measure a first selection of best band can be made. This results for instance in the top 
10 % of bands as described in Figure 2. We can then fine-tune the band selection by calculating 
the number of miss-classified pixels. This process requires the use of the ground truth 
information or user supplied inputs. In the case of Figure 2 this would result in selecting the 
minimum number of miss-classified object pixels, hence the band combination 40. In this way 
we optimize the miss-classifications for the requested limited set of three bands.  

2.4 Applications of band selection 
Reasons for band selection can be processing speed, or as in our case display capability. The 
selection of three bands allows for easy display on the RBG channels of standard displays. In 
the learning phase of the band selection process of band selection, an effective visualization 
tool is essential to understand the steps taken by the tool. In this way the operator has a 
better understanding of the information content in the bands that the algorithm selects.  
The number of required spectral bands is assessed with the approach described in the 
previous section in a number of steps in a Matlab® environment. The first requirement is 
that the user has to input a hyperspectral image cube in which target and background are 
present. Subsequently regions in the image are selected and attributed to either background 
or target. Target boxes are coloured in red, background boxes in white. When all relevant 
target and background areas are selected the spectra of all pixels inside either the target or 
the background boxes are plotted at the bottom panel of the graphical user interface (for this 
GUI see Figure 3).  
 

 

Fig. 3. Spectra from target (red lines) and background (green lines) locations in the image, 
and spectra of target areas and background areas are selected via this Matlab® GUI. 
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Within the feature (here specified as a spectral band) selection tool the feature width and the 
maximum allowed overlap are input. Now the optimum position of these features is 
calculated. The result of the optimum band positions is plotted in the top panel of the GUI 
(see Figure 4), by vertical lines that are drawn over the spectra. Each band starts with a blue 
vertical line and ends with a black vertical line. The optimum spectral band positions are 
also outputted to the Matlab® command line. 
 

 

Fig. 4. Optimum position of spectral bands are indicated by vertical lines. Blue lines mark 
the start of the new band, black lines mark the end of the band. 
 

 

Fig. 5. Projection of pixels in 3-dimensional space spanned by three selected features 
(spectral bands). 

If exactly three features (hence three bands) are selected the position of the pixels in 3-
dimensional feature space are plotted (see Figure 5). The user can rotate the cube to inspect 
the separation that has been achieved between target and background pixels using the 
selected number of features. 
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2.5 Conclusions and discussion on band selection 

We have presented an effective approach for optimal band selection of hyperspectral data. 
Our approach, named HYBASE, is typically used in a system design study and these 
outputs can feed operational studies. Figure 6 shows the location of the HYBASE tool in this 
design chain. Based on a hyperspectral data set in a relevant scenario one can make an 
analysis with this tool of the minimum number of required spectral bands, their widths and 
positions for the targets/backgrounds.  
 

 

Fig. 6. Typical usage of the HYBASE base spectral band selection tool in system design. 

First, the acquired hypercubes are being pre-processed using geo referencing, noise 
reduction, data normalization, temperature emissivity separation etc. Then, targets are being 
detected using anomaly and signature based detection method in combination with change 
detection. Spatial information is used to reduce false alarm rates. Additional sensor data 
from e.g. high resolution imagers, radar and/or 3D laser radar is used to classify and 
identify targets in a decision fusion process. Many of these algorithms run near real-time. 
Potential applications of sensor combinations are described in Schwering et al. (2007). 
Below we will describe the main conclusions of our analysis. One has to keep in mind that 
these conclusions are based on an analysis using only one dataset with a frequency range 
from 7.7 µm to 12.1 µm (i.e. mainly emissivity is measured): 

• Algorithm 1 (the fast band selection algorithm) performs good compared to Algorithm 
2 (the optimal algorithm). The band combinations found by Algorithm 1 have a quality 
value within 15% of the quality found by Algorithm 2, while the calculation time is a lot 
smaller.  

• Using the Bhattacharyya distance as a measure for the separation of the different classes 
gives comparable results as the Mahalanobis distance. 

• Although no thorough study has been done between the relation of the quality and the 
classification error, in some cases the difference in classification error can be very large 
for similar qualities (up to 100% difference). 

• Often, there is a whole set of different band combinations that have a comparable 
quality and classification result. This set is revealed by plotting the band combinations 
having a quality within a certain percentage of the maximum quality. 

• As a consequence of the above two points, the band combination with the highest 
quality does not necessarily have the lowest classification error. 

• The location of the best bands depends strongly on the choice of target and 
backgrounds. 
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• For a good classification result clean spectra of the targets are required. Target masks for 
semi-hidden targets are useless, since they contain target as well as background pixels.  

• If the number of bands increases the quality increases and the classification error 
decreases. Although other research shows that there is an optimal number of bands for 
the classification error, this did not show up in our results. This optimum is due to the 
fact, that when the number of bands increases, statistical values used to describe the 
feature-space like the covariance matrix can be predicted less accurate. That this 
optimum did not turn up in our results is probably due to the fact that we classified 
areas that were also used to train the classifier. 

We found no clear relationship between the bandwidth and the quality. The influence of the 
bandwidth on the quality is substantially less than the influence of the number of bands. 
This is probably because the spectra in the thermal infrared region (7.7 µm to 12.1 µm) 
involved did not have any sharp features.  
If the complete hyperspectral image cube has to be processed the huge amount of data of a 
hyperspectral image cube is troublesome. This complicates a near real-time image 
processing solution. Band selection is an important step in realizing operational 
hyper/multi spectral imaging solutions. In Figure 7 we present a potential processing chain 
for automatic target data processing of hyperspectral image information. This describes the 
complete system, consisting of various real-time on-line steps, combined with supporting 
off-line data mining activities (represented by the history block).  
 

 

Fig. 7. A potential approach to a multi spectral image processing chain. Recorded data is put 
in the chain from the left, and follows each process represented in the blocks, finally 
resulting in image chips.  

Most research involving band selection has focussed only on the location of the bands. 
However, for a multispectral configuration very narrow bands are not practical, because this 
would require large integration times to get a good signal-to-noise ratio. Our research 
therefore not only looked at the location of the bands but also at the width of the bands. 
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3. Visualisation 

In automatic target detection a distinction can be made between anomaly detectors and 

spectral signature-based detectors. The former assume no a-priori information about the 

target spectral signature and simply detect those pixels that have a spectral behaviour 

anomalous with respect to the surrounding, global or local, background. The latter rely on 

the fact that the spectral reflectance of the target is known (e.g. by ground or laboratory 

measurements) and assume that the atmosphere can be accurately modelled in order to 

predict the spectral radiance expected at the sensor level. Of course, atmospheric modelling 

is critical and poses serious limitations to the application of this kind of algorithms in 

operating conditions. Nonetheless, spectral signature based detectors allow target 

recognition while anomaly detectors simply detect the positions of candidate targets (target 

cueing). In this latter case a further step is needed to mark those regions that possibly 

contain a true target. Furthermore, when a human observer (instead of an automatic system) 

interprets the data, the presentation type that suits the application best depends on prior 

knowledge. Our main focus is on (potential) target detection without prior knowledge. We 

present four new visualisation methods. These methods are evaluated in an experiment in 

which human observers were required to detect a number of targets.  

For evaluation purposes two hyper spectral images (hyper cubes) are used obtained by an 

airborne hyper spectral sensor operating in the visible and NIR (near infrared) domain. It 

has a high spatial resolution resulting in a pixel size of approximately 0.3 meters and 160 

spectral bands in the range from 0.4 µm to 1.0 µm. The targets consist of commercially 

available camouflage nets. The data sets were recorded in a rural environment containing 

mainly forest, grass and bare soil. The two hyper cubes used in this study are referred to as 

set A and set B. The two data sets were acquired from the same altitude (1000 m) and along 

the same (nominal) route. Set A was recorded in clear weather conditions around noon and 

set B was recorded in overcast conditions at about 6:00 pm. The datasets are 414x317 (A) and 

500x307 pixels (B).  

3.1 Presentation methods 

We will discuss various presentation methods some of which rely on more prior 

information than others. The focus is on unsupervised target detection. The hyper spectral 

image is a 3-D data set ijkM , in which i represents the (spatial) y-dimension, j the spatial x-

dimension and k the index of the band (representing the wavelength dimension). 

3.1.1 Broadband signal 

The average over all bands can be regarded as the baseline signal. In formula (with Nk the 

number of bands) 

 /ij ijk k
k

A M N=∑   (4) 

An advantage of viewing the average signal is that the noise is low relative to the noise in 

the separate bands. It is therefore advisable to inspect the average signal, especially when 

the amount of noise in the image is relatively large. The resulting image is similar to that of 

a broad band sensor.  
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Fig. 8. Average signal of sample set A (a) and designated target locations (b).  

Figure 8a shows an example of a broadband signal (set A). The designated targets are depicted 
in Figure 8b. In the broadband signal some targets may be visible while others may remain 
invisible because much of the potential target information in the data set is unavailable. 

3.1.2 Movie presentations 
When the hyper spectral data cube is displayed as a movie sequence all bands can be 
displayed. In principle there is no loss of information. In practice there are limitations to the 
temporal and spatial processing capabilities of the visual system which have to be taken into 
account when designing a good presentation form. A useful property of the data is that the 
(meaningful) signal varies slowly from band to band (in most cases). This means that rapid 
variations can be regarded as noise. When the raw data is displayed as a movie sequence the 
movie is almost indistinguishable from the static image of the average output. This is due to 
the fact that (in our case) the spatial variation between pixels is much larger than the band-
to-band (wavelength dependent) variations in the output. We expect that this is a common 
property of hyper spectral data sets. 
A solution to this problem is to subtract the average output value (of each pixel; Avij) from the 
output of each band and display this difference (Dijk = Mijk - Avij) as a movie sequence. In a 
previous study (Hogervorst & Bijl, 2006) using different hyper spectral data this method was 
successful in revealing many of the designated targets visible. However, with the current data 
this method did not work, due to the fact that pixel to pixel variations overruled the (much 
smaller) band-to-band variations. To make these spectral differences between pixels more 
visible we developed another method. We found that the difference-from-average signal Dijk of 
each pixel is well modelled by a factor (fij) times the average profile (Fk): 

 ijk ij k ijkD f F ε= ⋅ +   (5) 

Figure 9a shows the difference-from-average (Dijk, i = 1, j = 1) of the top-left pixel as a 
function of band index along with a scaled version of the average profile (fij Fk). The signal of 
the individual pixel (solid line) closely follows the scaled average profile (dashed line). 
Figure 9b shows the deviation (εijk) from this model (solid line). Also shown is a version in 
which the band-to-band noise is reduced (dashed line). Although reduction of band-to-band 
noise is not strictly necessary, since the human visual system is highly robust to noise, it is 
more comfortable for the user. Standard noise reduction techniques can be applied to reduce 
the noise. We filtered the spectral signal with a Difference-of-Gaussians kernel (DOG) given 
by 2*Gauss(σ) - Gauss(σ√2) (see inset Figure 9b), with σ = 2, to get rid of the high frequency 

a) b) 
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modulations ( 2 2 2( , ) 1 / 2 exp[ ( /2 / )]Gauss x xσ πσ σ= − ). We used no spatial filtering to 
reduce the noise, since this would obscure small targets. The underlying assumption is that 
the fast fluctuations in the signal are due to noise. In cases in which this assumption is not 
appropriate information is lost by using noise reduction methods. This is the case when 
peaks in the signal are meaningful. In practice the width of the filter should be based on a 
prior analysis of the noise (preferably by inspection of a constant reference sample). 
 

  
a)                                                                                 b) 

Fig. 9. a) difference-from-average output for pixel (1, 1) (top-left pixel; solid line) along with a 
scaled version of the mean profile (factor * mean profile; dashed line) of the difference-from-
average signal. b) the deviation from the scaled average profile (solid line). This is the 
difference between the signals shown in Figure 9a. Also shown is a version in which the band-
to-band noise is reduced (dashed line).  This signal is obtained by filtering the raw signal with 
a Differences-of-Gaussians-kernel (see text); the filter shape is shown as an inset in Figure 9b. 

Figure 10 shows three frames of a movie sequence containing the deviations from the scaled 
profile (see Figure 9b). In the first and last of the three example frames no targets are visible. 
In the middle frame most of the targets are visible. This shows the advantage of using a 
movie sequence as a presentation technique. Ideally, when the differences are apparent in 
(at least) some of the frames, this information will be picked up by the observer. Differences 
in spectrum between the targets and the background become apparent as a difference in the 
temporal profile. Furthermore, human observers take into account the fact that targets differ 
from elements in the background in shape and size.  
 

 

Fig. 10. Three frames of a movie sequence showing the differences from average for band 
indices 6, 34 and 52. The targets are invisible in bands 6 and 52 but visible in band 34. In this 
case we also applied dynamic noise reduction in which the temporal noise is reduced (see 
text). This latter transformation is not strictly necessary since the human visual system is 
highly robust to noise.  
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3.1.3 Colour schemes 
The colour presentation technique produces a single image. In this case all bands of the 
hyper spectral signal are mapped to three independent channels. We tested several different 
colour schemes. In the first scheme the hyper spectral data set is divided into three 
broadband signals. First, the three broadband images are deduced and mapped onto the 
range (0, 1). Then, the average over the three images is calculated and subtracted from the 
broadband images. The reason for this is that (in our case) the average signal does not 
contain much information about the targets (see e.g. Figure 8). The difference images are 
then mapped onto the range (0, 1). Finally, the three (difference) images are fed into the Red, 
Green and Blue channels of a colour image. In a previous study (Hogervorst & Bijl, 2006) 
using other hyper spectral data sets this method worked quite well. However, in the current 
study this method did not reveal the targets. This is not surprising since a movie sequence 
showing the differences from the average output described in the previous section did not 
show the targets either. Therefore, a second data transformation was developed in which 
differences from the scaled average profile (see section 3.1.2 and Figure 9) are used. First we 
tried to apply the method described above for transforming the data into a colour image. 
This also did not result in an image revealing the targets. The reason for this is that this 
signal fluctuates rapidly from band to band from positive to negative values. So, the signal 
averages out in the broadband channels.  
To map the signals onto a colour image we therefore resorted to a different method. We 
apply a principle component analysis to the (differences-from-scaled average profile) data 
set. The main three components are mapped into HSV-space (hue, saturation, and value 
components). Finally, the HSV data is transformed into an RGB-image and displayed. 
Figure 11a shows the result of this transformation.  
 

   

Fig. 11. a) a colour representation using the first three principal components of the differences-
from-scaled average profile. The components are used as HSV-signals and converted into 
RGB. b) similar presentation using principal components 4, 7 and 8 (see Figure 12). 

The result of the principle component analysis is interesting in its own right. Figure 12 
shows the first 16 principle components. Figure 12 shows that the useful information in the 
hyper spectral data set (containing 160 bands) is limited to a small number of independent 
components (smaller than 16 in our case). With increasing component index the amount of 
noise increases. The targets appear in some of the components. Also visible in some of the 
components is fixed pattern noise with the shape of a sinusoidal corrugation (e.g. in 
components 5 and 6). 

a) b) 
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Fig. 12. First 16 principle components of difference from model (scaled average profile) data. 
The information content is limited to several bands: the amount of noise increases with the 
component index.  

Which three components to combine into a colour image is difficult to decide beforehand. 
By default we use the first three components (Figure 11a). A more optimal combination may 
be found for these targets (Figure 11b). Since it is not clear from the start what the targets 
look like it seems reasonable to inspect all useful principle components for (potential) 
targets. In the evaluation experiment the default colour scheme (using the three main 
components) was used (assuming no prior knowledge about the targets). An alternative 
would be to present all informative principle components as a movie sequence, such that the 
loss of information is reduced.  
The disadvantage of the colour scheme is that some information is lost. The advantage of 
this presentation type is that it can be displayed as a single image and is therefore suitable 
for real time presentation.  

3.1.4 Signature match 

When the spectral signature of the target is (reasonably) well known it can be used to 
highlight the target in the image. A wide range of spectral signature matching techniques 
exist (e.g. Green and Craig, 1985; Kruse et al., 1985; Yamaguchi and Lyon, 1986; Clark et al., 
1987), which try to capture the characteristic properties of the spectral signature (e.g. 
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locations of steep slopes). Image spectra can be compared with individual spectra or to a 
spectral library (Kruse et al., 1993). This often requires calibrated hyperspectral image data 
in which the data is reduced to the apparent reflectance (true reflectance multiplied by some 
unknown gain factor).  
Here, we calculate the resemblance between the signature of each pixel and that of a target. 
As in previous sections we use the difference-from-scaled average profile as the basic data 
set. We calculate the correlation between the signal of each pixel and that of the target 
signal. We take the average signal of the top-right target (see Figure 8b) as the target signal. 
The result is displayed in Figure 13a. Since (in this case) all (designated) targets have similar 
profiles many of the targets show up in the image. This method is well suited for finding 
targets with profiles similar to the one that has been identified (by inspection or prior 
knowledge, i.e. supervised classification). Of course, one can also look for multiple targets 
with different profiles simultaneously.  

3.1.5 Anomaly detection 
The task of the observer is to indicate (potential) targets without prior knowledge of the 
target or background signatures. This is similar to the task faced by an anomaly detector. 
We used a standard RX-detector as developed by Reed and Yu (1990) to calculate the degree 
of anomaly. This detector is commonly used to detect targets whose signatures are distinct 
from their surroundings. Instead of resorting to automatic detection, the interpretation of 
the data is left to a human observer.  
 

   

Fig. 13. a) Correlation between pixel signature and target signature (using the difference-
from-scaled average profile data). b) Output of the RX-detector.  

In our implementation of the RX detector a dual window was used to estimate the 
background mean vector and covariance matrix. It consists of a guard window that should 
match the size of the maximum expected target and an outer window where the training 
samples are collected. The following parameters were used. For data set A we used an inner 
window size of 71 pixels and an outer window size of 75 pixels. For data set B we used an 
inner window size of 80 pixels and the outer window size of 84 pixels. Figure 13b shows the 
output of the RX-detector for data set A. 

3.2 Evaluation experiment 
3.2.1 Method 
Two data sets were used, referred to as set A and set B which were registered by the hyper 
spectral sensor described in section 3.1. We compared performance for detecting targets for 
4 different presentation techniques:  

a) b) 
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• Movie 

• Anomaly 

• Match  

• Colour 
The experiments were carried out in a dimmed room. Subjects were seated in front of a 22 
inch CRT-monitor (40x30 cm, 1280x1024 pixels) with a refresh rate of 75 Hz and a monitor-
gamma of 2.2. Twenty four subjects participated in the experiment. Each subject was shown 
data sets A and B using two distinct presentation types. All combinations of presentation 
types and presentation order were used. The data was balanced with respect to presentation 
order and combination of presentation types. Each session started with an instruction 
showing all presentation types. In this instruction a data set was used that differed from the 
ones used in the experiment. The subject was told that the images represented airborne 
images of a natural environment containing targets. We also told the subjects that potential 
targets were characterized by the fact that their spectrum differs from that of the 
background, and that the targets differ in shape (are restricted in size) and form from 
background elements. They were also told that the number of targets could be anywhere 
between 1 and 20. The task of the subjects was to indicate potential targets by clicking the 
mouse in the chosen locations. 
In some cases the subjects picked the same location more than once. In our analysis we 
treated locations less than 8 pixels apart as the same target, and the average location was 
used as the perceived target location.   

3.2.2 Results 

Figure 14 gives an overview of the performance for the different presentation types. Shown 
are the hit-rate and one minus the false alarm (FA) rate, in which the hit rate corresponds to 
the number of indicated targets divided by the total number of targets, and the false alarm 
rate corresponds to the number of false alarms divided by the total number of indications. 
Two-sided student-t tests on each of the separate data sets (A and B) were carried out (using 
the individual hit- and FA-rates) to determine which pairs of conditions differed 
significantly from each other (at a significance level of p = 0.05).  
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a)                                                                       b) 

Fig. 14. Overall performance measures HIT-rate and 1 – FA-rate (one minus false alarm rate) 
for the different presentation types for data sets A and B.  
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The best performance was found in the condition showing the match between pixel and 
target signature (of the top-left target), with the highest hit-rates and lowest FA-rates. Pair 
wise comparisons show that the hit-rate in this condition is significantly higher than the hit-
rate in the “anomaly detection” and “colour” conditions in set A, while in set B the hit-rate 
significantly deviates from the “colour” condition. The FA-rate in this condition is 
significantly lower than the FA-rates of all other conditions in set A. In set B we did not find 
any significant differences in the FA-rates of the conditions. The “match” condition relies on 
prior knowledge of the target signature. This may be obtained through analysis of the data 
using a different presentation type. Alternatively, the target spectrum may be known from 
other sources of information. The results show that this information (whenever available) 
can be used to increase performance.  
Performance in the “colour” conditions was the poorest. Pair wise comparisons reveal that the 
hit-rate in this condition is significantly lower than the hit-rate in all other conditions in set A, 
and significantly lower than the hit-rates in the “movie” and “match” conditions in set B. Also, 
the FA-rate is significantly higher than the FA-rate in the “match” condition in set A. 
Intermediate performance was found in the “movie” and “anomaly” conditions. The hit-rate 
for the “movie” type is somewhat higher than that for “anomaly”, but the FA-rate is also 
somewhat higher, although these differences are not significant. The combination of a 
higher hit-rate and higher FA-rate is consistent with the fact that in the “movie” condition 
the number of indications is higher (on average about 19%) than in the “anomaly” 
condition. The number of indications was found to be the largest in the “movie” condition, 
followed by “anomaly”, “match” and “colour” conditions. 
Figure 15 shows the hit-rate per target. The targets are ordered such that the average hit-rate 
decreases with increasing target number (set A contains 14 targets and set B contains 11 
targets). Some targets are detected with (almost) all presentation types, other targets are 
never detected, while some targets are only detected with certain presentation types. As 
noticed before, hit-rate increases from “colour” to “anomaly” to “movie” to “match”. 
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a)                                                                                   b) 

Fig. 15. Hit-rate per target for the different presentation types for data sets A and B. The 
targets are ordered according to difficulty of detection.  

Figure 16 shows the densities of target indications for the various presentation types, along 
with the designated target positions for data set A. This figure shows that some areas 
consistently act as false targets. Also, some of the targets are missed by all of the subjects 
(see also Figure 15).  
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Fig. 16. Density graphs showing the density of target indications for the 4 different 
presentation types for data set A (for set B: see Appendix). The (blue) borders indicate the 
designated target positions.  

3.3 Conclusion and discussion visualisation 
We have presented four new methods to visualize hyper spectral data for human target 
detection. The human visual pattern recognition system is exploited to find potential targets 
and to decide whether a certain image detail is a potential target. The advantage of relying 
on human interpretation is that the human visual system is highly robust to noise and image 
transformations such as drift, translation and distortion. For instance, when the sensor (or 
parts of the environment) moves while the hyper spectral data is recorded, the pixels in the 
various bands will not be in correspondence. Automatic target recognition algorithms will 
have a difficult job in finding the targets in this case, while this does not represent much of a 
problem to the human visual system.  
The first presentation type we developed is referred to as the “movie” type. In this 
presentation (transformed versions of) the different bands are shown in sequence. In 
principle no information is lost in the transformation process. The method does not rely on 
specific assumptions about the target signature. Its effectiveness however relies on the way 
the data is transformed before display. This determines whether the information in the data 
can be picked up by the human observer. For instance, a movie displaying the raw data 
looks very similar to the average broadband signal. This is due to the fact that the spatial 
variations are often much larger than the differences in the band-to-band variations between 
pixels, effectively overriding the spectral information. To overcome this problem the data 
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was transformed (using the deviations from the scaled profile) to make the differences more 
visible. By applying noise reduction a clearer movie sequence can be created. This may not 
be strictly necessary since the visual system is well capable of discarding the noise. Even so, 
noise reduction can make it easier to interpret the data and may lead to faster responses, 
better visual comfort and less fatigue. The downside is that noise reduction removes small 
details from the image. In cases in which these small details contain meaningful information 
(this type of) noise reduction is not appropriate. For the same reason we did not use spatial 
averaging, since this makes it more difficult to detect small targets.  
The second presentation type we investigated was the “colour” type. The advantage of such 
a presentation is that it results in a single image, and can therefore be used to present the 
data in real-time (on-the-fly). However, because a colour image contains only three 
independent channels, some information is lost and a suitable choice of channels has to be 
made. Again, the pre-processing steps in creating the colour image crucially determine 
whether the targets will be visible. One option is to use three broadband channels which are 
used as input to the RGB-channels of an image (e.g. using the result of the band selection 
algorithm described in section 2). As in the movie type presentation, we used the difference-
from-scaled average profile as the basic data set. We applied principle component analysis 
to this data and used the three main components to create a colour image. This results in an 
image that shows only some of the targets. In general, the three (broadband) channels used 
for creating the colour image should be tailored to the signature of the targets and the 
background. The images resulting from the principle component analysis are useful for 
target acquisition in their own right and can be used to tailor the colour scheme to a 
particular set of targets. What presents the optimal colour scheme also depends on the 
application. Detection and identification performance depends on the distribution of noise 
among the different colour channels (Bijl et al., 2005). Situational Awareness benefits from 
naturally looking colour schemes (Toet, 2005).   
The third presentation type we investigated was “anomaly detection”. This method relies 

only on a few assumptions. The size of the targets has to be known reasonably well, 

although the output is not too critically dependent on this. We used the standard RX-

detector (Reed & Yu, 1990). A difference with the way it is commonly used is that here the 

interpretation is left to a human observer (aided target detection), who can take into account 

the shape and size of the (potential) target. In contrast to most automatic detection 

algorithms the human observer does not merely analyze the output of individual pixels, but 

takes the context into account.  

The fourth presentation type we analysed was a presentation showing the “match” between 

the signature of each pixel and the target signature (using the difference-from-scaled 

average profile data). The method relies on the fact that the target signature is known a 

priori. It can also be used to find targets with similar signature once one target has been 

identified (e.g. from using a different presentation technique). Targets with similar signature 

become clearly visible. The disadvantage of this method is that targets with a different 

signature are not revealed by this method. Of course, a match presentation can be derived 

for various different target signatures. These representations may be combined in a movie 

type presentation or by the use of colour (e.g. displaying the result for 3 target signatures). 

The four presentation types were evaluated in a human observer experiment. This showed 

that the “match” presentation led to the best performance, with the highest hit-rate and 

lowest false-alarm-rate. This result was expected since all targets had similar signatures (this 

www.intechopen.com



 Knowledge-Oriented Applications in Data Mining 

 

204 

does not hold in general). Performance with the “colour” presentation was found to be quite 

poor (poorer than in a previous study: Hogervorst & Bijl, 2006). One reason for this is that 

the default colour scheme was used (with the three main principle components) to prevent 

the use of prior knowledge. A more optimal colour scheme may be determined that is 

geared at these targets, e.g. by using PCA (see e.g. Figure 11b). With the “movie” 

presentation the hit-rate was higher than in the “anomaly” presentation, but the false-alarm-

rate was also somewhat higher. Which presentation type is better to use in general is 

difficult to decide. This will also depend on the cost associated with a hit and a false alarm. 

In principle, the movie sequence contains more information. However, it seems to be harder 

to interpret (and may be improved by training). On the other hand, the result of the 

anomaly detection can be displayed in a single image and is therefore more suited for real-

time display.  

Noise can sometimes override the signal in the separate bands of a hyper spectral sensor. In 

hyper spectral systems there is a trade-off between the number of bands and the noise in 

each band. The noise in a hyper spectral system effectively limits the useful number of 

bands. We have found that an indication for the number of useful independent bands can be 

obtained from PCA (in our case only about 10 useful independent components remain). An 

advantage of a hyper spectral system over a fixed broadband system is that the user can 

decide how to combine the information across bands (see section 2).  

In order to improve search performance by prior knowledge, one may start a search by 

recording the signature of targets similar to the ones that one tries to find (although this may 

lead to a loss of targets with signatures that differ from the recorded ones). In this way, one 

can tune the system to the targets of interest without the need for calibrated data (which 

required compensation for atmosphere, etc). Similarly, it is advantageous to record the 

signatures of various types of background. Such information can help in tailoring the system 

to the interesting targets.  

Some presentation types are more suitable for real-time processing (e.g. the colour scheme) 

and some schemes are more suitable for post-hoc analysis (e.g. the movie type). Still, 

schemes of the second type can be applied immediately after recording. Some of the 

presentation types rely more heavily on knowledge about the target than others. It is 

advisable to use more than one presentation type to be sure that certain information is not 

overlooked (e.g. in the average image) and all available information is used (and unexpected 

targets are not missed).  

4. Overall summary 

Hyperspectral sensors are used in an increasingly wide range of applications. The data 

contains a wealth of information. The challenge is to extract this information. Also, the 

question is to what extent hyperspectral data improves task performance and whether it can 

be approximated by a more simple multi-band sensor system. We have presented a method 

for choosing the bands (width and position) that result in as limited information loss as 

possible. Such a band selection tool is essential in the design of multispectral sensor systems, 

and may be used as an initial stage in data processing to reduce the amount of data. In our 

case, band selection optimizes the target-to-background contrast (relevant for target 

acquisition performance). We have described our algorithm and presented an evaluation by 
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applying it to a representative dataset. We have also presented and evaluated different ways 

to visualise hyperspectral data. The various presentation types differ in the way the 

information is displayed and in the way information will be picked up by the observer. In a 

target detection experiment with human observers performance was measured and the 

various presentation techniques were compared. The various presentation methods vary in 

their optimum application, depending on the (prior) knowledge available, and whether the 

data is presented in real-time or used for post-hoc analysis.  

We argue that often the final interpretation is best left to a (trained) human observer. Thus, 

the number of assumptions (signature of target and background, target shape etc.) can be 

restricted. Human interpretation is robust to noise and many image transformations, and 

can take the target background into account. Whenever knowledge about target and 

background (signature, shape etc.) is available this can be used to help improve the 

interpretation of the data by the observer (aided target detection).  
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APPENDIX: Presentations and performance results of Data set B.  

   

 

 

  
 

 

 

Fig. A1. Various presentation types of data set B, with a) the average, b) the designated 
target locations.  
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Fig. A2. Various presentation types of data set B, with a) band 37 of the movie sequence (the 
frame that reveals the targets best), b) anomaly, c) match with target 1 (highest target), and 
d) colour representation.  
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Fig. A3. Density graphs showing the density of target indications for the 4 different 
presentation types for data set B. The blue borders indicate the designated target positions. 
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