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1. Introduction

The Wireless Sensor Networks (WSNs) are penetrating more and more our daily life. They
are used in a large type of applications as supervision, tracking and control in military, envi-
ronmental, medical and several other domains. Therefore, new approaches and protocols are
proposed every day in order to optimise the performance of the WSNs and to increase their
reliability and quality of service. These new protocols take into consideration the challenges
of the WSN and they are built up some key factors (parameters and concepts) to achieve their
goals.

The aim of this chapter is to study the factors that may influence the desired performance
of the WSNs. These factors are inspired from the sensor nodes characteristics, the physical
deployment of the WSNs and the WSNs’ information functions. Firstly the sensor nodes
are characterized particularly by their limited power and memory capacities. The power
is used to be a key parameter for any approach supposing that sensor nodes’ batteries are
unchangeable and not rechargeable. The power would influence the reliability of the network,
if the residual battery of an important node, as a cluster head, is limited. Respecting the
residual battery of the node leads to a more efficient routing path, cluster head designation,
aggregation point selection, etc. The limited memory is also a very important parameter as it
defines the size of the operating system and the processing code. It also defines the amount of
information that a node is able to store. For example, this parameter has to be managed in a
mobile sink Chatzigiannakis et al. (2008) Cheng et al. (2009) approach, to define the duration
that a node may tolerate before communicating its information to the sink and to optimize
the mobile sink trajectory.

2

www.intechopen.com



Smart Wireless Sensor Networks30

Secondly, the physical deployment of the WSN has to be studied to satisfy the application
requirements. The network deployment identifies the density of the network. A random
deployment may lead to different density levels in the network. Thus, the redundancy level
will not be the same in the entire network, also a sleeping decision of a node in a dense zone
will not have the same influence as in a sparse zone. The density could also be correlated
with the sensing coverage of the nodes and the global covered area. The lower is the sensing
coverage, the higher is its precision level. For example, in a bordure supervision application,
the sensing coverage and the density should be combined to minimize the probability of
having vulnerable zones. The random deployment leads also to a different nodes position.
Thus, a node connecting two parts of the network has to be always activated to minimize,
for example, the end-to-end communication delay or to insure a higher connectivity of the
network. The position of a node within the WSN may optimise the definition of its role
(aggregator, normal, cluster head) and main operation (routing, perception).

Thirdly, the radio communication defines several parameters as the transmission power, the
signal to noise ratio and the radio coverage. The radio communication is known to be the
main source of power consumption in WSN. Thus, higher is the transmission, shorter is the
sensor node lifetime. However, the variable transmission power could be a good solution in
a cluster based approach, where the members limit their transmission power to reach their
cluster head and this latter will use a higher one to reach its neighbor’s cluster heads. The
signal to noise ratio could be also investigated to select an aggregator node in a zone with
the higher ratio to avoid the estimation error. This ratio could be also used to avoid the radio
communication interference in dense zones of the network. The last parameter is the radio
coverage, which insures that the supervised area is completely covered and the deployment
of new nodes will not lead to the creation of isolated networks. It is also a parameter that may
define the necessity of deploying new sensor nodes.

Thirdly, the information is certainly the goal of the WSN deployment. Therefore several
methods exist to estimate the relevance of the gathered information, to estimate future
information and to eliminate the redundancy. Thus, in this chapter, we discuss some of the
parameters and the models that are used to determine the importance of the information and
to estimate it in order to optimize the end-to-end delay.

The remaining of this chapter will discuss, in section 2, the sensor nodes characteristics and
their possible influence on the WSN performance. Then, in section 3, we discuss the impact
of the network deployment on the accuracy of the gathered data and on the optimal WSN
lifetime. Next, in section 4, an analytical study is giving about the sensor nodes’ information
characteristics, in terms of relevance and prediction. Finally, the conclusion is given, in section
5.

2. Sensor nodes’ characteristics

The hardware capacities of the sensor nodes define the limits of any application or optimiza-
tion proposal in WSN. Indeed, the algorithms that they are not limited by the CPU, memory,
radio communication or power constraints could lead to a high performance in terms of real-
time communications and successful data delivery and precision. However, the main chal-
lenge in WSNs is the limited hardware capacities. Thus, in this section, we discuss the general
types of the sensor nodes and we present their actual technologies advancement.
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2.1 Sensor nodes’ types: a classification by application nature

The WSNs are penetrating our daily life in several kinds of applications such as military,
environmental, health, habitat, industrial, etc. Indeed, multitude types of sensor nodes equip-
ment with various capacities and goals are proposed to achieve the requirement of theses
daily applications. These types could be classified up on the nature of the applications Yick
et al. (2008). In the remains of this section, some sensor nodes’ types will be discussed based
on their application requirements.

For large scale environmental applications as in forest, desert or normal natural conditions,
Terrestrial Sensor Nodes (TSNs) Yick et al. (2008) Akyildiz et al. (2002) could be deployed.
The TSNs are supposed to be inexpensive and deployed in hundreds to thousands in an area
of interest. They could be deployed randomly as threw by plane or placed in pre-planned
positions Stavros & Leandros (2006) Pompili et al. (2006) by humans or robots. These
sensor nodes are self organized; they built up autonomously the network connection and
communicate in a multi-hop manner. The TSNs have to communicate efficiently their
environmental measures back to a base station. However, their limited batteries could be a
big challenge. To the best of our knowledge, the communication is the main consumer of
the power in sensor nodes, while the TSNs’ batteries could be unchangeable due to, e.g., the
hazardous zone of the deployed nodes. Therefore, several approaches have been proposed to
reduce the power consumption of the sensor nodes: (1) optimizing the data communication
routes to be shorter and energy-aware Ok et al. (2009) Chang & Tassiulas (2004), (2) defining
optimal duty cycles within an energy-aware Mac layer Ye et al. (2002) Polastre et al. (2004),
(3) reducing the number of communication sessions and the amount of communicated data
by applying efficient data aggregation methods Sardouk et al. (2011) or even (4) attaching
secondary batteries or solar charger to the sensor nodes.

In special industrial applications, such as underground mine or petroleum fields, more
physically powerful sensor nodes are needed. Thus, the UnderGround Sensor Nodes
(UGSN) Ian F. & Erich P. (2006) Li & Liu (2007) are supposed to be more expensive than
the TSNs as they had to ensure reliable communication through soil, rocks, water and
other mineral contents. The UGSNs’ deployment is application tailored and it could not
be generalized. Also, the network maintenance and post deployment are expensive and
quite difficult due to the nature of the monitored mine or cave. In addition, there is a high
probability of communication problems as signal loss and high level of interference and
attenuation caused by the nature of the environment.

Similarly to TSNs, the UGSNs have strict power constraints as their battery could be
unchangeable or unchargeable. Thus a power aware network deployment, communication,
and data aggregation had to be studied.

The UndeWater Sensor Nodes (UWSN) are designed to be deployed in underwater appli-
cations Heidemann et al. (2006). Indeed, due to the underwater conditions, these sensor
nodes are supposed to be more expensive than the TSNs and somehow less expensive than
the UGSNs. However, the underwater WSNs applications are not supposed to be as dense
networks. The typical challenge of the (UWSN) is the acoustic communication problem as the
high propagation delay, the limited bandwidth and the signal fading. Moreover, the acoustic
conditions increase the sensor nodes failure, which leads to serious network partitioning and
data loss.
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Here also, the UWSNs are similar to TSNs and UGSNs in terms of power constraints and
impossibility of battery charging or replacing.

Another type of senor nodes that could be distinguished is for the multimedia applica-
tions Yick et al. (2008) Akyildiz et al. (2007). Thus, we call them as MSNs (Multimedia Sensor
Nodes). They could be similar in physical forms to any one of the above mentioned types
(TSN, UGSN and UWSN). However, the MSNs have, in addition, a built-in or attached
cameras and they may require more powerful processing and storage units as they are
supposed to communicate captured images, videos and/or sounds to a base station. Due to
their nature, the radio entity of the MSNs should have some special specifications to ensure
a minimal quality of service (QoS) level. The required QoS could be also influenced by the
sensor node processor that may need to execute some image processing or compression
before sending the results to a base station. However, the MSNs’ deployment is generally
pre-planned to ensure the aimed coverage level.

The TSNs, UGSNs, UWSNs and the MSNs could be fixed or mobile nodes. Indeed, the
mobility could be an important issue as it may permit a better event or interest centric
deployment. It offers a deeper and wider exploration of the area of interest. In terms
of energy, the mobile sensor nodes are certainly more consumer, in order to supply the
movement engine. However, they could be more efficiently chargeable throw sun panels as
they could move to a better sun exposure.

The mobile and fixed TSNs, UGSNs, UWSNs and the MSNs could be used in numerous civil,
military and industrial applications. In the above discussion, two main challenges could be
pointed out. The first one is the limited power of the sensor nodes and the second challenge
is the required reliable communication in various condition (underground, underwater,
with QoS, etc.) The multimedia WSNs define also the importance of the processing and
storage capacities. However, the optimization, in terms of power and communication, passes
generally through algorithms as softwares for the application layer, or protocols for the
transport, network or Mac layers. Indeed, more powerful are these algorithms, more the
power and the communication are optimized. Thus, the processing unit capacity could also
be a key factor in any optimization proposal for the WSN.

In the next section, a brief discussion of today technologies advancement in terms of proces-
sors speeds, memory storage and power consumption is presented.

2.2 Technologies advancements

In our days, TinyOs Hill et al. (2000) and sunSPOT Sun (2008) seem to be the most important
technologies of wireless sensor nodes. The first one is a simple, lightweight event-based op-
erating system written in nesC Gay et al. (2003) that is widely spread (it is used on Crossbow
motes, Moteiv motes and similar devices).
The second, sunSPOT, is a product of Sun Microsystems, Inc. encompassing both hardware
and software Sun (2008). The project started in 2003 on the experience of the company with
the technologies related to java ME, and the first released occurred in April 2007. The recent
release of platform Platon & Sei (2008) entails that the hardware provides among the most
powerful sensor nodes, with similar size and scale factors of motes. The software part is inde-
pendent from the hardware and consists of the Sun Squawk Java virtual machine Sun (2008).

www.intechopen.com



Factors that may inluence the performance of wireless sensor networks 33

Squawk is a closed-source JVM that encompasses necessary operating system functionalities,
so that it can run directly on hardware Shaylor et al. (2003).
The remains of this section presents the hardware capacity of these technologies and a
comparison with other technologies.

Hardware

A sensor node is made up of five basic entities: sensors, processor, memory, radio, and
power entity. They may also Akyildiz et al. (2002)have application dependent additional
components such as location finding system, a power generator and a mobilize.
Sensors are electronic devices that are capable to detect environmental conditions such
as temperature, sound, chemicals, or the presence of certain objects. They send detected
values to the processor which runs the sensor operating system and manages the procedures
required to carry out the assigned sensing task. This processor retrieves the application code
from the memory unit which stores also the operating system and the sensed values.

The radio permits to the wireless sensor nodes to communicate with other nodes, to receive
commands and updates from the sink and to send sensed data to the sink.

The key element in a sensor node is the power entity which is generally composed of a couple
of standard AA batteries. The size of these batteries usually determines the size of the sensor.
Further, studies Baronti et al. (2007) are currently under way to replace/integrate battery
sources with some power scavenging methods such as solar cells. In fact, there are some
limits about the actual effectiveness of such methods. For example, solar cells do not produce
much energy indoor or when covered by tree foliage.

In table 1 we compare some important sensor nodes such as Micaz, sunSPOT, TelosB, Sentilla
and IMote2. The first three rows represent their processing and storage capacities, where the
remaining rows represent their power consumption in three different cases: idle, active, and
sleep. As shown in this table TelosB and Sentilla consume the least but they are very limited
in term of storage and processing compared to Micaz, sunSPOT and IMote2. On the second
hand, sunSPOT and IMote2 are the most powerful in terms of processing and storage but
in the same time they consumes a lot of power. We can mention also that IMote2 has the
biggest story capacity, which is due to its utilization in multimedia WSN. Hence, the IMote2
nodes are supposed to store captured images, videos and/or sounds that may require high a
relatively high large space.

MICAZ(Crossbow) SunSPOT TelosB Sentilla IMote2

Processor (Mhz) 16 180 8 8 13-416
Ram (kb) 4 512 10 10 256
Flash (KB) 512 4096 1024 48 32000
Active draw (ma) 48 70 25 4 >44
Idle draw (ma) 8 24 2 1 >31
Sleep draw (µa) 15 32 6 1 387

Table 1. Sensor nodes features
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Based on this comparison, Micaz appears to be a combination between the first two nodes and
the sunSPOT and IMote2. It consumes less then the powerful nodes and it is more powerful
in processing and memory storage than TelosB and Sentilla.

2.3 Radio entity: importance and power consumption

The radio communication entity of the sensor node is certainly, the main entity to build the
wireless network. This entity is known to be the main power consumer of the node. However,
this consumption is due to achieve an acceptable level of reliable communication. In this
section, we will illustrate that by showing the importance of the high transmitting power.

Let suppose a network divided into clusters, hence the cluster members will communicate

their data to the cluster head (CH). Thus, the total amount of required transmission power

used by the i-th sensor within a cluster Cui et al. (2005) is proportional to:

P
i(t) ∝ d

λ

i
(N

i
t − 1) (1)

≡ ‖ s
i − LCHt

‖λ (N
i
t − 1)

where, di is the transmitting distance (meters) between the CH and the i-th sensor, LCHt
is

the location of the CH at the sampling instant t and λ is the path loss exponent.

The importance of the high transmitting power could be illustrated in figure 1.This figure
presents the average distance estimation error versus transmitting power, in a tracking ap-
plication using the variational filtering (VF) based on quantized proximity sensors Mansouri
et al. (2009) (see section 4). In the X-axis, we change the transmitting power of the sensor
node. Then, on the Y-axis, we observe the influence of the transmitting power on the sepa-
rating (between target and sensor node) distance estimation. Thus, we can mention that in
low transmission power, the distance estimation error (RMSE) is at its higher value (around
6 meters). However, by increasing the transmission power, the RMSE become lower. We can
observe also that, after a certain value, the transmitting power could be optimized and there
is no need to choose higher values. Power consumption of the radio entity
The amount of energy consumed in a communication could be computed Sohraby et al. (2007)
by equation 2, where ETX is the power consumed during the transmission and ERX is the
power consumed during the reception. Both of them are computed following the data length
and transmission distance (radio range of the node) (l,d);

ETX(l, d) = lEc + leds

ERX(l, d) = lEc

where e={
e1 s = 2, d < dcr

e2 s = 4, d > dcr

(2)

Where Ec is the base energy required to run the transmitter or receiver circuitry. A typical
value of Ec is 50nJ/bit for a 1-Mbps transceiver; dcr is the crossover distance, and its typ-
ical value is 87m; e1 (e2 respectively) is the unit energy required for the transmitter ampli-
fier when d < dcr (or d > dcr respectively). Typical values of e1 and e2 are 10pJ/bit.m2 and
0.0013pJ/bit.m4, respectively.

50 100 150 200
0

2

4

6

8

10

12

Transmitting power

R
M

SE
 (m

et
er

)

RMSE versus Transmitting power

VF−algorithm

www.intechopen.com



Factors that may inluence the performance of wireless sensor networks 35

50 100 150 200
0

2

4

6

8

10

12

Transmitting power

R
M

SE
 (m

et
er

)
RMSE versus Transmitting power

VF−algorithm

Fig. 1. RMSE vs Transmitting power varying in {50, ..., 200}.

3. Impact of network deployment on data credibility

The data accuracy is one of the key factors for an efficient data aggregation in WSNs.
Thus, the aggregated data need to represent, geographically, the maximum possible of the
monitored area. Hence, several points related to the network deployment have to be adapted
to have data representing the whole monitored area. Some of these points are as follows:

• Mainly the deployment model: In an accessible and small area, the sensor nodes could
be placed one by one to insure a high representability of the monitored area. How-
ever, in large and inaccessible zones, the sensor nodes are supposed to be randomly
deployed. Hence, the nodes could be grouped in some places while others are not cov-
ered;

• The network density: It represents the number of sensor nodes per square meter. This
point could be easily managed in manual placed nodes. However, it seems to be diffi-
cult to manage in case of randomly deployed WSNs;

• The sensing coverage per sensor node: I.e. each node is supposed to represent a circle
centered on it and with a radius r defined by the system developer.

The density and sensing coverage could impact together or separately the determination of
the covered area, which could be illustrated in figure 2.

In figure 2a, the density is low and the sensing coverage is limited, hence the non covered
surface (gray color) are important. By keeping the density low and enlarging the sensing
coverage (figure 2b), the non covered area is reduced. Similarly, it is possible to increase the
covered area, by keeping the sensing coverage limited and increasing the density (figure 2c).
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(a) Low density reduced sensing cov-

erage

(b) Low density large sensing cover-

age

(c) High density reduced sensing

coverage

(d) High density large sensing cover-

age

Fig. 2. Impact of density and sensing coverage

Finally, by enlarging the sensing coverage and increasing the density (figure 2d), the non
covered area could be reduced more and more.

The impact of the network deployment, in manual placed nodes, on data accuracy, is out
of the scope of this section, as it is supposed to be influenced by the choices of the system
developer. Thus, this section discusses the case of randomly distributed WSNs. The current
analysis is based on the comparison between low density, and high density WSNs, with a
variation of the sensing coverage per node. The comparison includes three types of random
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deployment, which are as follows:

• Uniform random distribution where all the nodes have equal probabilities to be placed
in any position in the area;

• Column-based random distribution: It divides the network area into approximately
equal columns. Then, it distributes the nodes randomly in each column. This type pf
deployment is supposed to be closer to the reality than the first one;

• Grid-based random distribution: It divides the network area into approximately equal
columns and rows. Then, it distributes the nodes randomly into the obtained cells. It is
more complicated than the two others, however it is very probable in real applications.

For each one of these deployment methods, the current analysis discusses the distribution of
the nodes and the percentage of the covered area regarding the whole monitored area.

3.1 Low density WSNs

Figure 3 illustrates the deployment of 200 sensor nodes in an area of 1000x1000 m
2. Figure 3a

shows that, in a uniform random distribution, the density is high in the southeast quarter
of the area, while it is very low in the northwest quarter. In the two other quarters, it is
uniform. That means that the northwest quarter’s data are not well represented while in
the southeast quarter there is a redundancy in the data due to the correspondent density of
nodes. Figure 3b, presents that in column-based random distribution the monitored area is
better covered compared to the uniform random distribution. However, some zones are still
better represented (south part) than others (north part). The Grid-based random distribution,
Figure 3c, offers the best deployment where there is somehow an equitable representation of
the monitored area.

(a) Uniform random distribution (b) Column-based random dis-

tribution

(c) Grid-based random distribu-

tion

Fig. 3. Impact of nodes deployment on data accuracy in low density WSN

3.2 High density WSNs

Figure 4 illustrates the deployment of 800 sensor nodes in the same area (1000x1000 m
2).

Figure 4a shows that, in a uniform distribution, the density is high in the northwest and
southeast sides of the area, while in the middle and borders it is low. In a column-based
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distribution (figure 4b), it is much better except in the middle of the area, where it is not
so representative. The grid-based method (figure 4c) distributes again equitably the sensor
nodes over the monitored area.

(a) Uniform random distribution (b) Column-based random dis-

tribution

(c) Grid-based random distribu-

tion

Fig. 4. Impact of nodes deployment on data accuracy in high density WSN

3.3 Network density

The network density is the number of nodes per square meter. It varies from one deployment
to another and from one node to another within the same deployment depending on the node
distribution.

According to Akyildiz et al. (2002), this parameter does not have a fixed value to be used
as a reference. The ideal value is application and environment dependent. In addition, this
parameter has a network management importance as it helps to identify the dense zones of
the network and the non well covered zones. Hence, it may lead to redeployment of more
nodes in some zones for a better coverage.

We propose that each sensor node computes its own network density. There are two main
reasons behind that: the first one is that each node has its dedicated view of the network
(which is limited to its neighbors). The second and most important reason is the fact that
for a specific task, the needs for a cooperation is between the sensor nodes of the same zone
(geographical part of the network) and not farther nodes. For simplicity’s sake, we propose
the equation (3) to compute this density (D). In this equation, we compute the percentage
of the real density compared to the theoretical density (both of them are explained later on),
i.e., a density bigger than 100% could exist in the case of a very dense zone (in this case, the
tendency of the sensor node will be toward the selfishness, hence to preserve its battery). It is
important to note here, that if the density is greater than 200% it will be limited to this value
to avoid an overweight estimation of density. Otherwise, if the density computed by a node
is equal to 0%, it means that for example the node is disconnected from the network.
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D=
realdensity(RD)

theoreticaldensity(TD)

where,

RD= Nreal

(π×r2)

and,

TD= Ntheoretical

(π×r2)

hence,

D= Nreal
Ntheoretical

(3)

Where r is the radio range of the sensor node, Ntheoretical is the theoretical number of nodes
and it is given from the ideal distribution of the nodes or the grid distribution (figure 5a).
Ntheoretical corresponds to the number of nodes within the radio range of a reference node
(RN). A RN is a node in the center of the area to eliminate the special cases of border nodes.

Nreal is the number of the one hop neighbor nodes, appearing on the neighbors or routing
table of the node in question. Nreal should be equal to Ntheoretical in the ideal case. Figure 5b
shows an example of randomly distributed nodes to give an idea about real network densities.

(a) Ideal distribution (b) Random distribu-

tion

Fig. 5. Network density comparison

Impact of network density on multi objects tracking

Figures 6 and 7 compare the performance of two multi objects tracking algorithms (PF Djuric
et al. (2003) and QVF Mansouri et al. (2009)) in a sparse and dense WSNs, respectively.
figures 6a and 7a present the behavior of both algorithms, in tracking the two targets in
question. We can observe that both algorithms behave better when the network is dense.
That is due to fact that, in dense networks, the number of nodes detecting the object is higher;
therefore the estimation of its position and its next position is more reliable.

figures 6b,c and 7b,c presents the distance estimation error in both algorithms, for WSNs of
400 nodes and 800 nodes, respectively. In low density network (figure 6b,c), the distance
estimation error in VF is in average variable between 0 and 1 meter. On the other side, in
higher density (figure 7b,c), the distance estimation error is in average divided by 2, were it
is approximately less than 0.5 meters. For PF, the optimization is similar, where the errors in
low density (figure 7b,c)) are around 4 meters. Then, these values are approximately divided
by two when the network density is increased (figure 7b,c)), thus the distance estimation
error become less than 2 meters.
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(a) Two objects tracking (b) 1st object : error estimation

(c) 2nd object : error estimation

Fig. 6. Multi objects tracking in low density network, 400 nodes

(a) Two objects tracking (b) 1st object : error estimation

(c) 2nd object : error estimation

Fig. 7. Multi objects tracking in high density network, 800 nodes
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3.4 Node position within the network

Another parameter related to the network deployment has also to be studied carefully, due to
its importance as we ill explain in this section. This parameter is the position (P) of the agent
node in the network. We define three types of node positions: (1) normal, (2) edge and (3)
critical. The normal position is the position inside the network where the node has multiple
neighbors. This kind of nodes may tend toward the cooperative behavior, to maximize the
amount of the important information collected in the network. The edge node (E in figure 8)
is a node in the border of the network, which has a restricted view of the network limited to
only one neighbor.

A node is considered in a critical position (C in figure 8) if it connects two parts of the
network. That means, if the node runs out of battery, it may divide the network and multiple
nodes behind it will become unreachable and in the best case they will require a longer route
to communicate their data to the sink. This longer route is expensive in term of energy as the
number of hops is increased. For example, in figure 8 , if a C node runs out of battery, the
network will be divided in two parts.

A good strategy should allow a sensor node in a critical position to decrease its power
consumption to maintain the connection between the two parts of the network the longest
possible time. Thus, the value of the importance factor of the node position should help the
sensor node to apply a selfish behavior and hence, e.g, it should be greater than or equal to
the energy or the information importance degree factors.

Fig. 8. Nodes’ positions in the network

To facilitate the computation of P, we propose a fixed value for each type of node position.
These values are 10%, 50% and 100% for the normal, edge and critical, position respectively.

Mean time before first partitioning
The mean time before first partitioning (MTBFP) in WSN, could be measured by the occurred
duration before the loss of the first critical node. Thus, in Sardouk et al. (2011), we study a
data aggregation method that takes into consideration the position of the sensor node. This
method is simulated in two scenarios. The first one takes into consideration the position of
the sensor nodes during the data aggregation (IIBC+P). The second scenario (IIBC) supposes
that all the sensor nodes are equals.

In figure 9, we present a comparison, in terms of power consumtion, between the both scenar-
ios IIBC and IIBC+P. As we can observe, IIBC+P decreases the average power consumption
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of the critical sensor nodes in an important manner. It shows also that more the network
is dense more the amount of decreased power is relevant. We can also observe that for 500
nodes, IIBC+P divides by more than 5 the consumption of these nodes compared to IIBC
and for 700 and 900 nodes, this optimization remained important where IIBC+P divides the
consumption by more than 4. In addition, in a non dense network, the power consumption
has been divided by a factor of approximately 3.

Hence, we can deduce from these curves that IIBC+P offers a better power management for
nodes in critical positions independently from the network scale and density.

Fig. 9. Average power consumption per node in critical position

4. Information relevance: a study

The information relevance parameters computing is done following the model proposed in
Mansouri et al. (n.d.); in which we assume that: i) the sensor measurements are quantized
before being transmitted (a quantized proximity sensors is considered), ii) the application is
the target tracking.

4.1 Quantized Observation Model

Consider a wireless sensor network, in which the sensor locations are known s
i = (si

1, s
i
2),

i = 1, 2, ..., Ns. We are interested in tracking a target position xt = (x1,t, x2,t)
T at each instant

t (t = 1, ..., N, where N denotes the number of observations). Consider the activated sensor i,
its observation γi

t
is modeled by:

γ
i
t = K‖xt − s

i‖η + ǫt, (4)

where ǫt is a Gaussian noise with zero mean and known variance σ2
ǫ . The constants η and K are

also assumed to be known. The sensor transmits its observation to the cluster head (CH) only
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if the target is detected, which is equivalent to the condition that Rmin ≤ ‖xt − s
i‖ ≤ Rmax

where Rmax (resp. Rmin) denotes the maximum (resp. minimum) distance at which the sensor
can detect the target. Based on gathered transmitted sensor information, the cluster head
is in charge of processing data in order to track the target. In order to save energy, before
being transmitted, the observation is quantized by partitioning the observation space into Ni

t

intervals Rj = [τj, τj+1], where j ∈ {1, ..., Ni
t}. The number Ni

t = 2Li
t denotes the quantization

level.

The quantizer is assumed to have an uniform step ∆ =
τ

Ni
t+1

−τ1

Ni
t

, with the initial and the last

thresholds set to τ1 = KR
η
min − σǫ and τNi

t+1 = KR
η
max + σǫ, respectively. The quantization

rule is then given by:

yi
t = Q(γi

t) = dj if γi
t ∈ [τj(t), τj+1(t)] (5)

where, the normalized dj is given by dj =
τj(t)+

∆

2

τNt+1
(t)−τ1(t)

, and Q() is the quantization function.

Figure 10 depicts a simple example for the quantized observation model.

Fig. 10. The quantized observation model is described by a simple example. With respect

to the first sensor, the target is within its sensing range at instant t. Observation y1
t is thus

transmitted to the CH. However the second sensor keeps silent. The situation at instant t+1

can be similarly deduced.

Then, the signal received by the CH from the sensor i at the sampling instant t is written as,

zi
t = βi

t.y
i
t + nt (6)

www.intechopen.com



Smart Wireless Sensor Networks44

where βi
t = rλ

i is the i-th sensor channel attenuation coefficient at the sampling instant t, ri

is the transmission distance between the i-th sensor and the CH, λ is the path-loss exponent
and nt is a random Gaussian noise with a zero mean and a known variance σ2

n . Figure 11
summarizes the transmission scheme occurring during the data processing.

F

F

F

Q

Q

Target

Q

ǫt nt

K||xt − s
2

t ||
η γ2

t
y2
t

ǫt nt

y
Ns

t
K||xt − s

Ns

t ||η

xt

ǫt nt

γ1
t

y1
t

γ
Ns

t

K||xt − s
1

t ||
η

Fig. 11. Illustration of the communications path-ways in a WSN: The 1st sensor makes a noisy

reading γ1
t . The quantized measurement y1

t = Q(γ1
t ) with L1

t bits of precision is sent to the

CH. The measurement z1
t is received by the CH, it is corrupted by an additive white Gaussian

noise nt.

The next section is devoted to the mutual information parameter computing.

4.2 Parameters that measure the information relevance of sensor measurements

The main idea of these parameters is to define the basic parameters that may influence the
relevance of the sensors cooperation, which are: (1) information content that can be trans-
ferred from candidate sensor i; MI(xt, zi

t) (detailed in 4.2.1, (2) the Fisher information ma-

trix; FI(xt, zi
t) (detailed in 4.2.2) and the Kullback Leibler distance (KLD), which is detailed

in 4.2.3.

4.2.1 Computation of the Mutual Information function

The mutual information function is often used to measure the efficiency of a given informa-

tion. The MI function is a quantity measuring the amount of information that the observable

variable zt carries about the unknown parameter xt. The mutual information between the

observation zi
t and the source xt is proportional to Mansouri et al. (2009):

MI(xt, zi
t) ∝ p(zi

t | xt) log(p(zi
t | xt)) (7)

The likelihood function (L) is expressed as,

L(si) = p(zi
t|xt) =

Ni
t−1

∑
j=0

p
(

τj(t) < γi
t < τj+1(t)

)

N
(

hi
tdj, σ2

ǫ

)

(8)
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F

F

F

Target

where

p
(

τj(t) < γi
t < τj+1(t)

)

=
∫ τj+1(t)

τj(t)
N

(

ργi
t
(si), σ2

n

)

dγt (9)

is computed according to the quantization rule defined in (5), in which

ργi
t
(si) = K‖xt − s

i‖η , (10)

4.2.2 Fisher information matrix

The fisher information (FI) matrix is a quantity measuring the amount of information that the
observable variable zi

t carries about the unknown parameter xt. The FI matrix elements at the
sampling instant t are given by:

[

FI(xt, s
i, Ni

t)
]

l,k
= Ezi

t |xt

[

∂ log(p(zi
t|xt))

∂x(l,t)

∂ log(p(zi
t|xt))

∂x(k,t)

]

(11)

(l, k) ∈ {1, 2} × {1, 2}

where zi
t denotes the observation of the i-th sensor at the sampling instant t, xt = [x1, x2]

T is
the unknown 2 × 1 vector to be estimated, and Ezi

t |xt
[.] denotes the expectation with respect

the likelihood function p(zt|xt), which is given by

p(zi
t|xt) =

Ni
t−1

∑
j=0

p
(

τj(t) < γi
t < τj+1(t)

)

N
(

βdj, σ2
ǫ

)

(12)

Then, the derivative of the log-likelihood function can be expressed as,

∂ log(p(zi
t|xt))

∂xl,t
=

ηK
√

2σ2
n

(xl,t − sl,i)‖xl,t − sl,i‖
η−2 ×

Ni
t

∑
k=1

[

exp

(

−
1

2

(τk − ργi
t
(xt))

2

σ2
n

)

−

exp

(

−
1

2

(τk+1 − ργi
t
(xt))

2

σ2
n

)

]

× exp

(

−
1

2

(zt(k)− dk)
2

σ2
ǫ

)

/
Ni

t

∑
k=1

[

erfc

(

τk − ργi
t
(xt)

√

2σ2
n

)

−

erfc

(

τk+1 − ργi
t
(xt)

√

2σ2
n

)

]

× exp

(

−
1

2

(zt(k)− dk)
2

σ2
ǫ

)

(13)

Substituting expression (13) in (11), the FI matrix is easily computed by integrating over the
likelihood function p(zi

t|xt) at the sampling instant t.
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4.2.3 Computing of the Kullback Leibler distance (KLD)

In certain problems, we would like to measure the distance between two statistical models.
For example, this distance can be used in evaluating the training algorithm or classifying
the estimated models Juang & Rabiner (1985). The Kullback-Leibler distance or the relative
entropy arises in many contexts as an appropriate measurement of the distance between two
distributions. The KLD between the two probability density functions p and p̂ is defined as
Cover & Thomas (2006):

KLD(p|| p̂) =
∫

p log
p

p̂
(14)

For hidden Markov models, the distribution function is very complex, and practically it can be
only computed via a recursive procedure; the "forward/backward" or "upward/downward"
algorithms Rabiner (1989); Ronen et al. (1995). Thus there is no simple closed form expression
for the KLD for these models. Commonly, the Monte-Carlo method is used to numerically
approximate the integral in (14) as:

KLD(p|| p̂) = Ep(log(p)− log( p̂)) (15)

5. conclusion

In this chapter, we have studied the parameters that may influence the performance of the
WSN. We have started by the sensor nodes characteristics as battery, processor speed, storage
capacity and radio communication. The sensor nodes types have been classified according
to the probable applications as terrestrial, underground, underwater and multimedia.
Indeed, the needed sensor node characteristics change from an application to another, as
e.g., the high communication capacity needed in underwater applications to deal with
the acoustic signal propagation problems, the battery optimization in the context of large
scale terrestrial application, or the storage and processing problems to treat the captured
images, videos and sounds in a multimedia WSN. In addition, the simulations have shown
the importance of adjusting the transmitting power of the sensor nodes to reduce the esti-
mation error in target tracking while maintaining the power consumption of the sensor nodes.

Later on, we have discussed the impact of the network deployment on the WSNs’ per-
formance, in terms of data accuracy and optimal lifetime maximization. This chapter has
focused mainly on the case of random distribution/deployment of nodes, as the pre-planed
deployments are generally adapted to some performance levels. We have shown through
successive simulations the importance of the network density on reducing the distance
estimation error, in the context of multi objects tracking. The simulations have proved also,
the importance of taking into consideration, in any proposal, the position of each sensor
nodes within the network. E.g., by applying special behaviors to sensor nodes in critical
positions, we can maximize the occurred duration before the first network partitioning,
which could help to optimally maximize the WSN lifetime.

Finally, this chapter has dedicated an important part to the processing of the information
that we may have in the WSN. We have studied the parameters that could help to measure
the relevance of the sensor nodes measurement. From these parameters, we have detailed
the computation of the mutual information function, the fisher information matrix and the
computation of the Kullback Leibler distance. We have also presented a computation model
related to these parameters, which is the quantized observation model.
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