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1. Introduction

Currently, we are frequently facing demands for automation of many systems. In particular,
demands for cars and robots are increasing daily. For such applications, high-performance
embedded systems are necessary to execute real-time operations. For example, image pro-
cessing and image recognition are heavy operations that tax current microprocessor units.
Parallel computation on high-capacity hardware is expected to be one means to alleviate the
burdens imposed by such heavy operations.

To implement such large-scale parallel computation onto a VLSI chip, the demand for a large-
die VLSI chip is increasing daily. However, considering the ratio of non-defective chips under
current fabrications, die sizes cannot be increased (1),(2). If a large system must be integrated
onto a large die VLSI chip or as an extreme case, a wafer-size VLSI, the use of a VLSI including
defective parts must be accomplished.

In the earliest use of field programmable gate arrays (FPGAs) (3)–(5), FPGAs were anticipated
as defect-tolerant devices that accommodate inclusion of defective areas on the gate array be-
cause of their programmable capability. However, that hope was partly shattered because de-
fects of a serial configuration line caused severe impairments that prevented programming of
the entire gate array. Of course, a spare row method such as that used for memories (DRAMs)
reduces the ratio of discarded chips (6),(7), in which spare rows of a gate array are used instead
of defective rows by swapping them with a laser beam machine. However, such methods re-
quire hardware redundancy. Moreover, they are not perfect. To use a gate array perfectly
and not produce any discarded VLSI chips, a perfectly parallel programmable capability is
necessary: one which uses no serial transfer.

Currently, optically reconfigurable gate arrays (ORGAs) that support parallel programming
capability and which never use any serial transfer have been developed (8)–(15). An ORGA
comprises a holographic memory, a laser array, and a gate-array VLSI. Although the ORGA
construction is slightly more complex than that of currently available FPGAs, the parallel
programmable gate array VLSI supports perfect avoidance of its faulty areas; it instead uses
the remaining area. Therefore, the architecture enables the use of a large-die VLSI chip and
even entire wafers, including fault areas. As a result, the architecture can realize extremely
high-gate-count VLSIs and can support large-scale parallel computation.

This chapter introduces an ORGA architecture as a high defect tolerance device, describes
how to use an optically reconfigurable gate array including defective areas, and clarifies its
high fault tolerance. The ORGA architecture has some weak points in making a large VLSI, as

1

www.intechopen.com



Parallel and Distributed Computing2

Fig. 1. Overview of an ORGA.

do FPGAs. Therefore, this chapter also presents discussion of more reliable design methods
to avoid weak points.

2. Optically Reconfigurable Gate Array (ORGA)

The ORGA architecture has the following features: numerous reconfiguration contexts, rapid
reconfiguration, and large die size VLSIs or wafer-scale VLSIs. A large die size VLSI can
produce large physical gates that increase the performance of large parallel computation. Fur-
thermore, numerous reconfiguration contexts achieve huge virtual gates with contexts several
times more numerous than those of the physical gates. For that reason, such huge virtual
gates can be reconfigured dynamically on the physical gates so that huge operations can be
integrated onto a single ORGA-VLSI. The following sections describe the ORGA architecture,
which presents such advantages.

2.1 Overall construction

An overview of an Optically Reconfigurable Gate Array (ORGA) is portrayed in Fig. 1. An
ORGA comprises a gate-array VLSI (ORGA-VLSI), a holographic memory, and a laser diode
array. The holographic memory stores reconfiguration contexts. A laser array is mounted on
the top of the holographic memory for use in addressing the reconfiguration contexts in the
holographic memory. One laser corresponds to a configuration context. Turning one laser
on, the laser beam propagates into a certain corresponding area on the holographic memory
at a certain angle so that the holographic memory generates a certain diffraction pattern. A
photodiode-array of a programmable gate array on an ORGA-VLSI can receive it as a recon-
figuration context. Then, the ORGA-VLSI functions as the circuit of the configuration con-
text. The reconfiguration time of such ORGA architecture reaches nanosecond-order (14),(15).
Therefore, very-high-speed context switching is possible. Since the storage capacity of a holo-
graphic memory is extremely high, numerous configuration contexts can be used with a holo-
graphic memory. Therefore, the ORGA architecture can dynamically treat huge virtual gate
counts that are larger than the physical gate count on an ORGA-VLSI.

2.2 Gate array structure

This section introduces a design example of a fabricated ORGA-VLSI chip. Based on it, a
generalized gate array structure of ORGA-VLSIs is discussed.
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(a) (b)

(c) (d)

Fig. 2. Gate-array structure of a fabricated ORGA. Panels (a), (b), (c), and (d) respectively
depict block diagrams of a gate array, an optically reconfigurable logic block, an optically
reconfigurable switching matrix, and an optically reconfigurable I/O bit.

2.2.1 Prototype ORGA-VLSI chip

The basic functionality of an ORGA-VLSI is fundamentally identical to that of currently avail-
able field programmable gate arrays (FPGAs). Therefore, ORGA-VLSI takes an island-style
gate array or a fine-grain gate array. Figure 2 depicts the gate array structure of a first pro-
totype ORGA-VLSI chip. The ORGA-VLSI chip was fabricated using a 0.35 µm triple-metal
CMOS process (8). The photograph of a board is portrayed in Fig. 3. Table 1 presents the spec-
ifications. The ORGA-VLSI chip consists of 4 optically reconfigurable logic blocks (ORLB), 5
optically reconfigurable switching matrices (ORSM), and 12 optically reconfigurable I/O bits
(ORIOB) portrayed in Fig. 2(a). Each optically reconfigurable logic block is surrounded by
wiring channels. In this chip, one wiring channel has four connections. Switching matrices
are located on the corners of optically reconfigurable logic blocks. Each connection of the
switching matrices is connected to a wiring channel. The ORGA-VLSI has 340 photodiodes
to program its gate array. The ORGA-VLSI can be reconfigured perfectly in parallel. In this
fabrication, the distance between each photodiode was designed as 90 µm. The photodiode
size was set as 25.5 × 25.5 µm2 to ease the optical alignment. The photodiode was constructed
between the N-well layer and P-substrate. The gate array’s gate count is 68. It was confirmed
experimentally that the ORGA-VLSI itself is reconfigurable within a nanosecond-order period
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Fig. 3. Photograph of an ORGA-VLSI board with a fabricated ORGA-VLSI chip. The ORGA-
VLSI was fabricated using a 0.35 µm three-metal 4.9 × 4.9 mm

2 CMOS process chip. The gate
count of a gate array on the chip is 68. In all, 340 photodiodes are used for optical configura-
tions.

(14),(15). Although the gate count of the chip is too small, the gate count of future ORGAs was
already estimated (12). Future ORGAs will achieve gate counts of over a million, which is sim-
ilar to gate counts of FPGAs.

2.2.2 Optically reconfigurable logic block

The block diagram of an optically reconfigurable logic block of the prototype ORGA-VLSI
chip is presented in Fig. 2(b). Each optically reconfigurable logic block consists of a four-
input one-output look-up table (LUT), six multiplexers, four transmission gates, and a delay
type flip-flop with a reset function. The input signals from the wiring channel, which are
applied through some switching matrices and wiring channels from optically reconfigurable
I/O blocks, are transferred to a look-up table through four multiplexers. The look-up table
is used for implementing Boolean functions. The outputs of the look-up table and of a delay
type flip-flop connected to the look-up table are connected to a multiplexer. A combinational
circuit and sequential circuit can be chosen by changing the multiplexer, as in FPGAs. Finally,
an output of the multiplexer is connected to the wiring channel again through transmission
gates. The last multiplexer controls the reset function of the delay-type flip-flop. Such a four-
input one-output look-up table, each multiplexer, and each transmission gate respectively
have 16 photodiodes, 2 photodiodes, and 1 photodiode. In all, 32 photodiodes are used for
programming an optically reconfigurable logic block. Therefore, the optically reconfigurable
logic block can be reconfigured perfectly in parallel. In this prototype chip, since the gate array
is too small, a CLK for each flip-flop is provided through a single CLK buffer tree. However,
for a large gate array, CLKs of flip-flops are applied through multiple CLK buffer trees as
programmable CLKs, as well as that of FPGAs.
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Technology 0.35µm double-poly

triple-metal CMOS process

Chip size 4.9 mm × 4.9 mm

Photodiode size 25.5 µm × 25.5 µm

Distance between photodiodes 90 µm

Number of photodiodes 340

Gate count 68

Table 1. ORGA-VLSI Specifications.

2.2.3 Optically reconfigurable switching matrix

Similarly, optically reconfigurable switching matrices are optically reconfigurable. The block
diagram of the optically reconfigurable switching matrix is portrayed in Fig. 2(c). The basic
construction is the same as that used by Xilinx Inc. One four-directional with 24 transmission
gates and 4 three-directional switching matrices with 12 transmission gates were implemented
in the gate array. Each transmission gate can be considered as a bi-directional switch. A
photodiode is connected to each transmission gate; it controls whether the transmission gate
is closed or not. Based on that capability, four-direction and three-direction switching matrices
can be programmed, respectively, as 24 and 12 optical connections.

2.2.4 Optically reconfigurable I/O block

Optically reconfigurable gate arrays are assumed to be reconfigured frequently. For that rea-
son, an optical reconfiguration capability must be implemented for optically reconfigurable
logic blocks and optically reconfigurable switching matrices. However, the I/O block might
not always be reconfigured under such dynamic reconfiguration applications because such
a dynamic reconfiguration arises inside the device and each mode of Input, Output, or In-
put/Output, and each pin location of the I/O block must always be fixed due to limitations of
the external environment. However, the ORGA-VLSI supports optical reconfiguration for I/O
blocks because reconfiguration information is provided optically from a holographic memory
in ORGA. Consequently, electrically configurable I/O blocks are unsuitable for ORGAs. Here,
each I/O block is also controlled using nine optical connections. Always, the optically recon-
figurable I/O block configuration is executed only initially.

3. Defect tolerance design of the ORGA architecture

3.1 Holographic memory part

Holographic memories are well known to have a high defect tolerance. Since each bit of a
reconfiguration context can be generated from the entire holographic memory, the damage of
some fraction rarely affects its diffraction pattern or a reconfiguration context. Even though
a holographic memory device includes small defect areas, holographic memories can cor-
rectly record configuration contexts and can correctly generate configuration contexts. Such
mechanisms can be considered as those for which majority voting is executed from an infinite
number of diffraction beams for each configuration bit. For a semiconductor memory, single-
bit information is stored in a single-bit memory circuit. In contrast, in holographic memory, a
single bit of a reconfiguration context is stored in the entire holographic memory. Therefore,
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the holographic memory’s information is robust while, in the semiconductor memory, the de-
fect of a transistor always erases information of a single bit or multiple bits. Earlier studies
have shown experimentally that a holographic memory is robust (13). In the experiments,
1000 impulse noises and 10% Gaussian noise were applied to a holographic memory. Then
the holographic memory was assembled to an ORGA architecture. All configuration experi-
ments were successful. Therefore, defects of a holographic memory device on the ORGA are
beyond consideration.

3.2 Laser array part

In an ORGA, a laser array is a basic component for addressing a configuration memory or
a holographic memory. Although configuration context information stored on a holographic
memory is robust, if the laser array becomes defective, then the execution of each config-
uration becomes impossible. Therefore, the defect modes arising on a laser array must be
analyzed. In an ORGA, many discrete semiconductor lasers are used for switching configu-
ration contexts. Each laser corresponds to one holographic area including one configuration
context. One laser addresses one configuration context. The defect modes of a certain laser are
categorizable as a turn-ON defect mode and a full-time turn-ON defect mode or a turn-OFF
defect mode. The turn-ON defect mode means that a certain laser cannot be turned on. The
full-time turn-ON defect mode means the state in which a certain laser is constantly turned
ON and cannot be turned OFF.

3.2.1 Turn-ON defect mode

A laser might have a Turn-ON defect. However, laser source defects can be avoided easily
by not using the defective lasers, and not using holographic memory areas corresponding to
the lasers. An ORGA has numerous reconfiguration contexts. A slight reduction of reconfig-
uration contexts is therefore negligible. Programmers need only to avoid the defective parts
when programming reconfiguration contexts for a holographic memory. Therefore, the ORGA
architecture allows Turn-ON defect mode for lasers.

3.2.2 Turn-OFF defect mode

Furthermore, a laser might have a Turn-OFF defect mode. This trouble level is slightly higher
than that of the Turn-ON defect mode. The corresponding holographic memory information
is constantly superimposed to the other configuration context under normal reconfiguration
procedure if one laser has Turn-OFF defect mode and turns on constantly. Therefore, the Turn-
OFF defect mode of lasers presents the possibility that all normal configuration procedures are
impossible. Therefore, if such Turn-OFF defect mode arises on an ORGA, a physical action to
cut the corresponding wires or driver units is required. The action is easy and can perfectly
remove the defect mode.

3.2.3 Defect mode for matrix addressing

Such laser arrays are always arranged in the form of a two-dimensional matrix and addressed
as the matrix. In such matrix implementation, the defect of one driver causes all lasers on the
addressing line to be defective. To avoid simultaneous defects of many lasers, a spare row
method like that used for memories (DRAMs) is useful (6)(7). By introducing the spare row
method, the defect mode can be removed perfectly.
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Fig. 4. Circuit diagram of reconfiguration circuit.

Fig. 5. Defective area avoidance method on a gate array. Here, it is assumed that a defective
optically reconfigurable logic block (ORLB) exists, as portrayed in the upper area of the figure.
In this case, the defective area is avoided perfectly using parallel programming with the other
components, as presented in the lower area of the figure.

3.3 ORGA-VLSI part

In the ORGA-VLSIs, serial transfers were perfectly removed and optical reconfiguration cir-
cuits including static memory functions and photodiodes were placed near and directly con-
nected to programming elements of a programmable gate array VLSI. Figure 4 shows that the
toggle flip-flops are used for temporarily storing one context and realizing a bit-by-bit config-
uration. Using this architecture, the optical configuration procedure for a gate array can be
executed perfectly in parallel. Thereby, the VLSI part can achieve a perfectly parallel bit-by-bit
configuration.

3.3.1 Simple method to avoid defective areas

Using configuration, a damaged gate array can be restored as shown in Fig. 5. The structure
and function of an optically reconfigurable logic block and optically reconfigurable switching
matrices on a gate array are mutually similar. If a part is defective or fails, the same function
can be implemented onto the other part. Here, the upper part of Fig. 5 shows that it is assumed

www.intechopen.com



Parallel and Distributed Computing8

that a defective optically reconfigurable logic block (ORLB) exists in a gate array. In that case,
the lower part of Fig. 5 shows that another implementation is available. By reconfiguring the
gate array VLSI, the defective area can be avoided perfectly and its functions can be realized
using other blocks. For this example, we assumed a defective area of only one optically re-
configurable logic block. For the other cells, for optically reconfigurable switching matrices,
and for optically reconfigurable I/O blocks, a similar avoidance method can be adopted. Such
a replacement method can be adopted onto FPGAs; however, such a replacement method is
based on the condition that the configuration is possible. Regarding FPGAs, the defect or fail-
ure probability of configuration circuits is very high because of the serial configuration. On
the other hand, the ORGA architecture configuration is very robust because of the parallel
configuration. For that reason, the ORGA architecture has high defect and fault tolerance.

3.3.2 Weak point

However, a weak point exists on the ORGA-VLSI design. It is a common clock signal line.
When using a single common clock signal line to distribute a clock for all delay-type flip-
flops, damage to one clock tree renders all delay-type flip-flops useless. Therefore, the clock
line must be programmable with many buffer trees when a large gate count VLSI or a wafer
scale VLSI is made. In currently available FPGAs, each clock line of delay-type flip-flops
has already been programmable with several clock trees. To reduce the probability of the
clock death trouble, sufficient programmable clock trees should be prepared. If so, along with
FPGA, defects for clock trees in ORGA architecture can be beyond consideration.

3.3.3 Critical weak points

Figure 4 shows that more critical weak points in the ORGA-VLSIs are a refresh signal, a reset
signal, and a configuration CLK signal of configuration circuits to support optical configura-
tion procedures. These signals are common signals on VLSI chip and cannot be programmable
since the signals are necessary for programming itself. Therefore, along with the laser array,
a physical action or a spare method is required in addition to enforcing the wire and buffer
trees for defects so that critical weak points can be removed.

3.4 Possibility of greater than tera-gate capacity

In ORGA architecture, a holographic memory is a very robust device. For that reason, defect
analysis is done only for an ORGA-VLSI and a laser array. In ORGA-VLSI part, even if de-
fect parts are included on the ORGA-VLSI chip, almost all defect parts can be avoided using
parallel programming capability. The only remaining concern is the common signals used for
controlling configuration circuits. For those common signals, spare hardware or redundant
hardware must be used. On the other hand, in a laser array part, only a spare row method
must be applied to matrix driver circuits. The other defects are negligible.
Therefore, exploiting the defect tolerance and using methods of ORGA architecture described
above, a very large die size VLSI is possible. At that time, according to an earlier paper (12), if
it is assumed that an ORGA-VLSI is built on a 0.18 µm process 8 inch wafer and that 1 million
configuration contexts are stored on a corresponding holographic memory, then greater than
10-tera-gate VLSIs will be realized. Currently, although this remains only a distant objective,
optoelectronic devices might present a new VLSI paradigm.
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4. Conclusion

Optically reconfigurable gate arrays have perfectly parallel programmable capability. Even
if a gate array VLSI and a laser array include defective parts, their perfectly parallel pro-
grammable capability enables perfect avoidance of defective areas. Instead, it uses the remain-
ing area of a gate array VLSI, remaining laser resources, and remaining holographic memory
resources. Therefore, the architecture enables fabrication of large-die VLSI chips and wafer-
scale integrations using the latest processes, even those chips with a high defect fraction. Fi-
nally, we conclude that the architecture has a high defect tolerance. In the future, optically
reconfigurable gate arrays will be a type of next-generation three-dimensional (3D) VLSI chip
with an extremely high gate count and with a high manufacturing-defect tolerance.
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