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1. Introduction     
 

Since events and physical phenomena change with time, it is important to capture the main 
transitions and elements of such events and phenomena. Such transitions can be seen to 
occur in the World Wide Web (Levene & Poulovassilis, 2004), news topics (Allan, 2002), a 
person’s health condition, and the state of an instrument or a plant. Transition, or change, 
refers to a sequential increase/decrease or generation/extinction of the feature of the object. 
Visualization of such transitions of dynamic clusters is helpful in understanding such 
phenomena instinctively and plays a useful role in many application domains, such as fault 
diagnosis and medial examinations. 
Although a number of clustering methods have been proposed (Jain et al., 1999), most 
conventional clustering methods deal with static data and cannot handle sequential changes 
of the cluster explicitly. Tracing the trajectory within clusters that have been collectively 
processed and a sliding window-based method to generate separate clusters can be 
considered as simple methods. Although the former method cannot trace changes of 
clusters, it can trace changes in the number of data that belong to each cluster. The latter 
method can handle changes of clusters to a certain degree. However, there are some 
problems, such as setting an appropriate window size, the inevitable decrease in the number 
of data within a window, and the correspondence relationships of clusters between 
windows. 
The present study considers a window-based approach using the temporal neighborhood to 
address the above-described problems. Kohonen's Self-Organizing Map (SOM) (Kohonen, 
2000) is considered to be an appropriate technique for visualizing clusters and their 
similarity relationships. The SOM is an unsupervised neural network learning technique 
that produces clusters and subsequently projects them onto a low-dimensional (normally 
two-dimensional) topology map. The conventional SOM deals with static data. However, 
we have extended the SOM learning model by introducing the Sequencing Weight Function 
(SWF), so that the model can visualize the transition of dynamics clusters. This model is 
referred to herein as the Sequence-based SOM (SbSOM) (Fukui et al., 2008). A SOM-based 
method was selected because the SOM has a neuron topology in the feature space and that 
is associated with topology (visualization) space. The introduction of temporal order into 
the topology is natural. The proposed method mitigates the problems of appropriate 
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window size and the decrease of the number of data. Moreover, owing to the neighborhood 
function, the spatio-temporal neighborhood become the topological neighborhood, the 
correspondence relation problem of clusters can be solved. 
Projection methods include conventional Multi-Dimensional Scaling (MDS), using the first 
and second components of Principal Component Analysis (PCA), and Locally Linear 
Embedding (LLE) (Roweis & Saul, 2000), and graph-based methods include spring 
embedding, the Laplacian eigenmap (Belkin & Niyogi, 2002), and the ISOMAP (Tenenbaum 
et al., 2000). However, these methods project each sample, because clustering is not 
performed. As such, these are not suitable for large data sets.  
A number of studies have been conducted to track cluster changes, but these studies have 
concentrated on tracking topic changes. For example, TimeMines (Swan & Jensen, 2000) 
extracts topics and visualizes the periods and intensities of the topics by a 2 test from a 
sequence of words related to the documents. T-Scroll (Ishikawa & Hasegawa, 2007) 
proposed the introduction of a temporally gradual decrease model to K-means clustering. 
However, this does not clearly solve the problem of correspondence of clusters between 
windows. As extension of the static topic model to a dynamic model, Kimura et al. (2005) 
proposed the multinominal PCA topic model to extract latent topic trends, and Wang and 
McCallum (2006) proposed the Latent Dirichlet Allocation (LDA) based topic model over 
time. In addition, in network analysis, Qian et al. (2009) extracted influential research topics  
and tracked them using a network of research paper citations using the community 
inference method. An advantage of the proposed approach compared to previous studies is 
that the SbSOM is a general framework so that it is applicable to any data that can be 
represented by vectors. In addition, the SbSOM is easy to extend to graph, string, and other 
structured data by applying the recently developed kernel method (Bishop, 2006). 
Moreover, the kernelized SOM has been proposed (Lau et al., 2006). 
On the other hand, various approaches have been proposed to introduce the concept of time 
to the SOM model (Barreto & Arajo, 2001). However, these approaches have been 
introduced as physiological models for short-/long-term memory, or to handle time series 
data. In contrast, the purpose of the present study is to track cluster changes. 
We applied the proposed method to real-world applications, a news articles data set (Fukui 
et al., 2008), a medical data set (Fukui et al., 2006), and an Acoustic Emission (AE) signal 
data set (Fukui et al., 2007). Based on the results of these applications, we have confirmed 
that the map obtained using the SbSOM can interpret as a phenomenon, topic transition 
from a news articles data set and cluster transition of patients from a medical data set. 
The remainder of the present chapter is organized as follows. Section 2 describes the 
characteristics of cluster dynamics. Section 3 introduces the learning algorithm of the 
proposed SbSOM. Section 4 presents an application of SbSOM to transition of news topics.  
Section 5 introduces a visualization method using class labels for sequence data. Section 6 
presents an application involving medical data. Finally, conclusions are presented in Section 
7. 

 
2. What is Cluster Dynamics? 
 

This section describes which characteristics of cluster change should be tracked. Cluster 
change can be represented by the following basic three characteristics (see also Fig. 1): 
 

 

 

 
1) Movement: a change in the feature of the cluster. In particular, if a certain direction in the 
feature space represents a certain concept, e.g., topic, movement and direction indicate the 
increase/decrease of the degree of the concept, e.g., the level of interest in a topic.  
2) Range: a change in coverage representing the variety of the cluster. For instance, the 
divergence/convergence of a topic. 
3) Merger/Separation: a change wherein more than two clusters merge into one cluster or 
one cluster separates into multiple clusters. This can be interpreted as a change in topic, i.e., 
the derivation of a topic. (However, mergers of topics appear to be rare.) 

 
3. Sequence-based Self-Organizing Map 
 

3.1 Algorithm 
The Sequence-based SOM (SbSOM) is based on Kohonen's Self-Organizing Map (SOM). Let 
v -dimensional N  inputs be  vnnn xxX ,1, ,, ,  Nn ,,1 . Let the position of M  

neurons in the visualization layer be rm  ym ,zm ,  Mm ,,1 , and let the reference 

vector corresponding to the m th  neuron be  vmmm wwW ,1, ,, .  

The following is the learning algorithm that uses a batch process and the decreasing strategy 
of the learning parameter. 
 

Batch sequence-based SOM learning algorithm 

Step 1. Initialize the reference vectors  MWW ,,1   randomly. 

Step 2. Search winner neurons for all inputs  NXX ,,1  . (This step is described in the 
next subsection.) 
Step 3. Exit if the winner neurons  )(,),( 1 NXcXc   were not changed. 

Step 4. Update the reference vectors  MWW ,,1   by the following equation: 

 Wm
new :Wm  hc(X n ),m Xn Wm  (1) 

Fig. 1. Characteristics of cluster dynamics. These figures illustrate high-dimensional space
based on the concept vector, e.g., a topic represented by a certain direction in the Bag-of-
Words vector space. 
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Projection methods include conventional Multi-Dimensional Scaling (MDS), using the first 
and second components of Principal Component Analysis (PCA), and Locally Linear 
Embedding (LLE) (Roweis & Saul, 2000), and graph-based methods include spring 
embedding, the Laplacian eigenmap (Belkin & Niyogi, 2002), and the ISOMAP (Tenenbaum 
et al., 2000). However, these methods project each sample, because clustering is not 
performed. As such, these are not suitable for large data sets.  
A number of studies have been conducted to track cluster changes, but these studies have 
concentrated on tracking topic changes. For example, TimeMines (Swan & Jensen, 2000) 
extracts topics and visualizes the periods and intensities of the topics by a 2 test from a 
sequence of words related to the documents. T-Scroll (Ishikawa & Hasegawa, 2007) 
proposed the introduction of a temporally gradual decrease model to K-means clustering. 
However, this does not clearly solve the problem of correspondence of clusters between 
windows. As extension of the static topic model to a dynamic model, Kimura et al. (2005) 
proposed the multinominal PCA topic model to extract latent topic trends, and Wang and 
McCallum (2006) proposed the Latent Dirichlet Allocation (LDA) based topic model over 
time. In addition, in network analysis, Qian et al. (2009) extracted influential research topics  
and tracked them using a network of research paper citations using the community 
inference method. An advantage of the proposed approach compared to previous studies is 
that the SbSOM is a general framework so that it is applicable to any data that can be 
represented by vectors. In addition, the SbSOM is easy to extend to graph, string, and other 
structured data by applying the recently developed kernel method (Bishop, 2006). 
Moreover, the kernelized SOM has been proposed (Lau et al., 2006). 
On the other hand, various approaches have been proposed to introduce the concept of time 
to the SOM model (Barreto & Arajo, 2001). However, these approaches have been 
introduced as physiological models for short-/long-term memory, or to handle time series 
data. In contrast, the purpose of the present study is to track cluster changes. 
We applied the proposed method to real-world applications, a news articles data set (Fukui 
et al., 2008), a medical data set (Fukui et al., 2006), and an Acoustic Emission (AE) signal 
data set (Fukui et al., 2007). Based on the results of these applications, we have confirmed 
that the map obtained using the SbSOM can interpret as a phenomenon, topic transition 
from a news articles data set and cluster transition of patients from a medical data set. 
The remainder of the present chapter is organized as follows. Section 2 describes the 
characteristics of cluster dynamics. Section 3 introduces the learning algorithm of the 
proposed SbSOM. Section 4 presents an application of SbSOM to transition of news topics.  
Section 5 introduces a visualization method using class labels for sequence data. Section 6 
presents an application involving medical data. Finally, conclusions are presented in Section 
7. 
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This section describes which characteristics of cluster change should be tracked. Cluster 
change can be represented by the following basic three characteristics (see also Fig. 1): 
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vector corresponding to the m th  neuron be  vmmm wwW ,1, ,, .  

The following is the learning algorithm that uses a batch process and the decreasing strategy 
of the learning parameter. 
 

Batch sequence-based SOM learning algorithm 

Step 1. Initialize the reference vectors  MWW ,,1   randomly. 

Step 2. Search winner neurons for all inputs  NXX ,,1  . (This step is described in the 
next subsection.) 
Step 3. Exit if the winner neurons  )(,),( 1 NXcXc   were not changed. 

Step 4. Update the reference vectors  MWW ,,1   by the following equation: 

 Wm
new :Wm  hc(X n ),m Xn Wm  (1) 

Fig. 1. Characteristics of cluster dynamics. These figures illustrate high-dimensional space
based on the concept vector, e.g., a topic represented by a certain direction in the Bag-of-
Words vector space. 
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where hc(X n ),m  is a neighborhood function that defines the effect of the neighborhood of the 
winner. Typically, a Gaussian function is used: 

 hc(X n ),m  exp 
rm  rc(X n )

2 2












 (2) 

Step 5. Decrease the learning parameters   every several iterations. Return to Step 2. 

 
3.2 Sequencing Weight Function 
In the conventional SOM, the winner neuron is determined only by spatio-distance. In 
contrast, in the SbSOM, by introducing the Sequencing Weight Function (SWF), weights are 
assigned to the neuron topology according to the sequence of the data (Fig. 2). The SWF 
introduces the concept of time to the topology. Note that this is a loose concept of time 
because it allows reversal of the data order that appears on the neuron topology by the 
winner. The winner is determined by spatio-temporal distance using SWF (n,m)  as 
follows: 
 c(Xn )  argminm (n,m) Xn Wm . (3) 
 
Suppose  tn  is a time stamp for the n th  data, and that the m th  neuron is located at 
m M  in a certain direction on the topology (in this case, the  -direction). Let the 
absolute value of the difference in these ratios be   tn tend m M . When there is no 
time stamp associated with the data, but the data is obtained sequentially,   is given as 
  n N m M . Then, the SWF is defined so as to be able to balance the spatio-
temporal resolution by allowing reversal of data order: 
 exp(n,m)  e , (4) 
 

Fig. 2. Difference in winner neuron selection. (a) Determined only by spatio-distance in the
SOM. (b) Determined by spatio-distance under the sequencing weight function in the SbSOM. 

 

where   0 is a parameter that controls the degree of influence of the data order, i.e., 
temporal distance. As   increases, the temporal distance becomes increasingly dominant. 
Instinctively, by shifting the SWF in a certain direction on the neuron topology, the SbSOM 
can produce time axis onto the topology (Fig. 2). Note that when   0 (i.e., (n,m) 1), 
SbSOM will be exactly equivalent to the standard SOM. 
In case of style of restricted sliding window, the SWF can be given by a rectangle function: 
 

 rect (n,m) 
1  1 2K
 otherwise




 (5) 

 
where K  is the number of neurons in a certain direction (e.g., the -direction). When   in 
is taken to be sufficiently large, exp  is equivalent to rect . The advantage of the sliding 
window is reduced computational cost, because the window requires only comparison with 
reference vectors within a window. 

 
3.3 Neighborhood Function in the SbSOM 
The SOM includes the neighborhood function, so that the reference vectors are updated 
according to the spatio-neighborhood. The neighborhood function in the SbSOM, on the 
other hand, is a spatio-temporal neighborhood related to SWF (Fig. 3). Therefore, the 
SbSOM can perform clustering with the help of temporal neighborhood data even when 
using rect .  
 

 

This property mitigates the problems of appropriate window size and decreased sample 
data in window-based clustering. Moreover, cluster correspondence can be self-organized 
because, in the SbSOM, the spatio-temporal neighborhood becomes the topological 
neighborhood. 

 

Fig. 3. The spatio-neighborhood becomes the topological neighborhood (a) in the SOM and
(b) in the SbSOM. This figure shows a restricted version of the SbSOM. 
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4. Experiment 1: Transition of News Topics 
 

4.1 Dataset and Pre-processing 
This experiment uses international articles from the 'Mainichi' Japanese newspaper from 
January to December of 19931. The total number of articles is 5,824, and the total number of 
unique words is 24,661, after eliminating pre-defined stop words. Each article is represented 
by a Bag-of-Words model, namely a term frequency - inverse document frequency (tf-idf) 
model. 
Assuming a topic is distributed around certain direction in the vector space of the words, we 
applied Principal Component Analysis (PCA) to extract topic axes (feature axes). The 
dimension of the weight vector of the words is reduced by projecting the words into the 
topic axes space. In addition, a topic class (label) is assigned to each article by the topic axis 
index with the maximum component. See (Kimura et al., 2005) for a detailed description of 
topic extraction. Note that the SbSOM is applicable to any topic extraction method as long as 
the topics are represented by vectors. 
In this experiment, the number of PCs was set to 10, which was empirically adjusted. 
Therefore, the number of extracted topics was 20 as positive and negative direction of each 
PC indicates different topic, since the origin is the center of the entire articles. The number of 
articles associated with the topics and the topic titles are listed in Table 2. These topic titles 
were assigned by two individuals who read articles associated with the topics and merged 
the topics to obtain consistent titles. 

 
4.2 Results for the News Article Dataset 
Visualization results using the conventional SOM and the SbSOM are shown in Fig. 4 and 
Fig. 5, respectively. The numbers denoted in the figures indicate the representative topic of 
the cluster as determined by majority decision of topic labels of the articles belonging to the 
cluster. The neuron topology was set to 24x20 (regular grid), and exp was used for the SWF 

with the parameter  150.0. In the SbSOM (Fig. 5), the x direction is the time axis, as 
indicated by the months of the year.  
Clearly, the SOM can perform clustering of related articles (Fig. 4), whereas the SbSOM also 
provides change of topics. In addition, Fig. 6 shows the intensity distribution of each 
component that represents a topic, which indicates the level of interest in a topic. For 
example, the level of interest in the 7th topic (Chinese Situation) is high around March and 
December, reflecting the election of Chinese president on March 27th and the 100th 
anniversary of Mao Tse-Tung’s birth, respectively.  
 

No. # of articles Topic – Subtopics 
1 453 Russian situation 

- Opposing President Yeltsin and the national assembly 
- Creating a new constitution 

2 32 -- 
3 303 Middle East peace problem 

- Israel/PLO agreement and trends of involved nations 
4 43 -- 

                                                                 
1 http://www.nichigai.co.jp/sales/mainichi/mainichi-data.html (in Japanese) 

 

5 471 Cambodian general election 
6 148 North Korea matter 

- Nuclear problem 
7 721 Chinese situation 

- Economics 
- Change of government 

8 452 Bosnian conflict  
- Bosnian peace conference 
- Tendency of U.S.A. and the United Nations 

9 171 Military and diplomacy in U.S.A. 
- Foreign policy of Clinton administration 

10 290 Bosnian conflict  
- Muslim influence  
- Movement of Muslims 

11 366 Iraq problem 
12 436 North Korea matter 

- Nuclear problem 
- North and South Korea conflict 

13 345 Japan and foreign countries 
- Postwar compensation issue  
- Increasing role in the United Nations 

14 230 Middle East situation 
- General election in Pakistan 

15 327 North Korea and China 
16 260 EC Integration 

Summits 
- including APEC, EC, ASEAN… 

17 253 Asian Situation 
- including China, Taiwan, Korea… 

18 128 Russian circumstance 
- Election of a new national assembly 

19 127 Elections in various countries 
20 268 Miscellaneous conferences 

Table 2. Extracted topics and manually assigned titles. 
 

 
Fig. 4. Mapping result by SOM (represented by majority topic). 
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- Election of a new national assembly 

19 127 Elections in various countries 
20 268 Miscellaneous conferences 

Table 2. Extracted topics and manually assigned titles. 
 

 
Fig. 4. Mapping result by SOM (represented by majority topic). 
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Fig. 5. Mapping result by Sequence-based SOM (represented by majority topic). 
 
Derivation of a Topic 
The 9th topic is related to military affairs and diplomacy in the United States. The principal 
event was the inauguration of President Clinton on January 20th. Therefore, the level of 
interest in the 9th topic was high around January (Fig. 6). The level of interest in the 9th topic 
was also high from around March to June, where the majority topic of these clusters is the 
5th topic in Fig. 5, which means these two topics are highly related each other. In addition, 
the levels of interest in the 6th and 11th topics were high around January, where the majority 
topic is the 9th topic. The 5th topic (Cambodian General Election), the 6th topic (North Korean 
Nuclear Problem), and the 11th topic (Iraq Problem) are topics that are closely related to 
President Clinton. That is to say the map shows engagement of President Clinton to these 
topics. 
Furthermore, the 8th and 10th topics are both related to the Bosnian conflict. However, the 
sub-topics are different for these topics. These topics appear close to each other within the 
overall map (Fig. 5). In addition, Fig. 6 shows that the 10th topic, which is related to the 
movement of Muslims, is derived from the 8th topic.  
Diversification and Convergence of a Topic 
Diversification/convergence of a topic is represented by expansion/contraction in the y 
direction with the map. Since the y direction in this SbSOM indicates that the neighborhood 
on the Bag-of-Words vector space is the same as that in the conventional SOM, expansion in 
y direction represents an increase of the variety of words related to the topic, i.e., 
diversification of the topic. For example, the variety of words related to topic #5 
(Cambodian General Election) increases toward the general election in May and then 
decreases. Diversification and convergence can also be seen in the component maps (Fig. 6). 
 

 

 

 
4.3 Effect of the Sequencing Parameter 
In this subsection, we investigate the effect of the sequencing parameter in the SWF on 
visualization. Figure 7 shows one component changing the parameter  . When   0, the 
SbSOM is exactly the same as the conventional SOM. As   increases, the level of interest 
gradually spreads in the time direction and stabilizes after  100. This parameter is not 
sensitive to the result if it is sufficiently large value.  
 

Fig. 6. Maps of level of interest in each topic corresponding to Fig. 5. Overlapped region of
high level in different topics indicate relation between the topics. Considering time
ordering of high level regions, dotted lines indicate derivation of the topic.  
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Fig. 7. Effect of the sequencing parameter on visualization. 
 
5. Application to Two Classes of Sequential Data 
 

5.1 Concept 
This section presents the visualization architecture for sequential data using the class label. 
The conventional SOM does not consider the class label while learning because the learning 
in the SOM is an unsupervised learning. The nature of unsupervised learning is to find 
latent clusters within data or to find relationships between attributes. However, it is natural 
to use class label information when available. Although a few studies have extended the 
SOM to the supervised SOM, e.g., Fritzke, 1994, Hagenbuchner & Tsoi, 2004, these studies 
did not preserve the nature of the unsupervised learning.  
Consequently, preserving the nature of unsupervised learning, we proposed the idea of 
using the class label to highlight clusters that are related to a specific class (Fig. 8). After 
SbSOM learning, trajectories of the winner neuron indicating a series of data are obtained. 
Afterwards, weights assigned to neuron nodes are trained by a single-layer perceptron. The 
obtained weights are used for visualization, e.g., color gradation. A period that has high 
correlation with a class is expected to have high weights, and vice versa. The reason for 
selecting a single-layer perceptron is so that connectivity weights can be paired with neuron 
nodes. 
 

 

 
Fig. 8. Concept of using the class label for sequence data. Periods having the same class and 
trend should be highlighted. 

 
5.2 The algorithm 
The proposed visualization architecture is illustrated in Fig. 9. The advantages of this 
methodology are to derive the interpretation of the discriminant function for the map via 
the perceptron and to suggest the cluster in a sequence that involves classification through 
the SOM.  
 

 
Fig. 9. Visualization architecture for two classes of sequential data using the class label. 
 
Let k  be an index of K  sequential data, and let nk  be the number of elements in the k th  

sequential data. The k th  sequential data is represented by   k
k

r
k

r nrtx ,1:, )()(  , 

where nk  N
k1

K . The visualization architecture consists of three steps: 
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Steps of learning weights for visualization 
Step 1. Train the reference vectors using the Sequence-based SOM with 

  Kknrtx k
k

r
k

r ,,1,,1:, )()(    as input data. For instance, the first sequence of 

the first datum x1
(1),t1

(1)  is an input. Consequently, the winner neuron trajectories are 

obtained within the visualization layer. 
Step 2. Construct a discriminant function by a single-layer perceptron using the class label 
as the winner neuron trajectories are input. Concretely, let an input vector be 

),,( ,1, Mkkk yyY  . Set yk,m  corresponding to the m th  neuron node for the k th  

sequence as follows: 

 yk,m 
1 nk if r X r

(k )  Cm

0 otherwise





 (6) 

 
Let the connectivity weights be ),,( 1 MwwW  . The discriminant function is 
represented by ˆ z k W Yk . Let zk  {1,1}  be class labels. Obtain the optimal weights 
by minimizing the following objective function: 

 E  zk  ˆ z k 2

k1

K

 . (7) 

 
When the objective function is minimized by the gradient decent method, connectivity 
weights W  are updated by the following equation: 

 wm
* : wm   zk  ˆ z k y k ,m

k1

K

 , (8) 

 
where   is the learning rate. 
Step 3. Finally, the map is visualized by reversing the obtained weights into the neuron 
nodes and setting the weights as contracting density. 
 

 
6. Experiment 2:  Time Series of a Medical Dataset 
 

6.1 Dataset and Problem Setting 
We used time series of blood test data of 137 hepatitis C patients for one year collected from 
a Japanese hospital (the medical faculty of Chiba University). We used 11 common 
inspection items indicating hepatic functions, namely, GOT, GPT, TP, ALB, T-BIL, D-BIL, I-
BIL, TTT, ZTT, CHE, and T-CHO. The interval of inspection was approximately one month 
but varied by patient.  
In recent years, interferon (IFN) has been used to cure hepatitis. However, IFN is expensive 
and has strong side effects. Moreover, the average recovery rate of hepatitis C patients on 
IFN is only approximately 30%. Therefore, it is crucial to predict the effectiveness of IFN 
based on the inspection results before IFN is administered. This reduces the physical, 
mental, and cost burdens on the patient. The data is classified a priori into two classes, 

 

namely, 55 positive examples and 82 negative examples in terms of existence of the hepatitis 
virus through HCV-RNA inspection before and after IFN administration. 
The objective of this experiment is to construct a map that suggests periods of patients 
group which gives the same trends in attributes under the classes of IFN's effectiveness. The 
results are validated by comparison with the results obtained by a simple display method 
given by the ratio of positive and negative examples in each cluster. 

 
6.2 Pre-processing 
In order to avoid bias among attributes (inspections), the attribute values were standardized 
based on the index presented by a doctor. All of the attribute values were standardized in 
continuous value from 1 to 6. The actual value that is in the range of normal state presented 
by a doctor was set as 3. Also extremely high and low values were cut off. At the same time, 
since the inspection intervals are different in each patient, the discretized points are 
normalized by linear interpolation using one-week intervals. Since the inspection intervals 
are approximately one month, this interpolation interval is sufficient. 

 
6.3 Visualization Results 
In this section, two display methods are compared using the results obtained by the 
Sequence-based SOM (regular grid: 52x15), i.e., using the same winner neuron trajectories. 
Figure 10 show the visualization obtained by positive-negative ratio based on Sequence-
based SOM, which is obtained by: 

 wi 
NPi

NPi  NN i 
, (9) 

 
where NPi  is the number of positive samples associated with node i  and NN i  is the 
number of negative samples. Figure 11 show the visualization obtained by the single-layer 
perceptron based on the Sequence-based SOM result. In both maps, the horizontal axis 
indicates the number days before IFN administration, where the right side represents the 
administration day. This map indicates that if the winner neuron trajectory passes through 
high-weight nodes, the period may be related to IFN effectiveness. In addition, an expert 
can refer to the results for other patients in the same cluster in order to investigate the 
reason for the findings. 
In Fig. 10, since some clusters in 30 weeks before the administration have only a few 
samples, their node weights tend to zero or one, as indicated by the ratio display method. 
Therefore, there is a bias to clusters with a small number of samples. This may be mitigated 
by adding confidence to nodes according to the number of samples. The white nodes 
connected by white lines indicate an example of positive patient trajectory. In contrast, there 
is no such bias by the connectivity weights display method. The node values appear to be 
well balanced as they spread across the entire period and show a larger positive region than 
the map obtained by the positive-negative ratio. 
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Fig. 10 Visualization by positive-negative ratio based on the Sequence-based SOM result. 
 

 
Fig. 11 Visualization by weights obtained by perceptron based on the Sequence-based SOM 
result. 
 
6.4 Classification Accuracy 
We investigated the node values that indicate correct classification, and found that as the 
weight increased, the correlation with the effectiveness of the IFN also increased. We 
evaluated the classification performance based on the winner neuron trajectory. In the case 
of the ratio display method, if the average of the nodes that winner neuron trajectory passes 
through is greater than 0.5, then the prediction is positive. In the case of the connectivity 
weights display method, the discriminant function is used as a criterion. 
The results of a 10-fold cross validation are shown in Table 3. The average of the maximum 
and minimum percentages of correct answers obtained by the ratio display method is 
47.53% for the test set. The result is equivalent to having a random scheme. Therefore, 
classification cannot be generalized to predict the effectiveness for an unknown patient. On 
the other hand, the proposed method provides almost perfect prediction for known data 
and 64.24% prediction accuracy for unknown patients, albeit with a large variance. The 
results seem to overfit the training set. Therefore, other methods of estimating appropriate 
weights, such as maximum entropy, may be considered in the future. 
 
 

 

Display method  Positive-negative ratio  Connectivity weights 
Training Set 79.78   4.78% 99.60  0.40% 

Test Set 47.5316.76% 64.2921.43% 
Table 3. Prediction accuracy (10-fold cross validation). 

 
7. Conclusion 
 

In this chapter, we introduced the extension of the SOM to visualize the change of dynamic 
clusters, movement, range, and merger/separation. The sequence weight function was 
introduced to the neuron topology in order to introduce temporal order to the topology. 
Using the proposed Sequence-based SOM, an experiment with news articles revealed 
transition of topics, level of interest, derivation, and diversification/convergence. In 
addition, class labels were used to obtain weights in order to display the SbSOM results. We 
applied this display method to time series of medical data. However, further study is 
needed about overfitting against the training set. 
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