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1. Introduction 
 

For the sake of climate and atmosphere conservation the emission of gasses must be 
bounded. A significant reduction of emission can be obtained by rational heat energy 
consumption, which is a substantial percent of the world’s consumed energy.  One of the 
ways is using in the building engineering and industry suitable insulating materials: foamed 
polystyrene, mineral wool, glass fiber, polyurethane foam, synthetic clothes, foam glass or 
cellular concrete.  The existing methods of determination of material’s thermal parameters 
are based mainly on stationary heat transfer conditions (Bayazitoğlu & Özişik, 1988; Bejan, 
1993; Janna, 2000; Minkina & Chudzik 2004; Platunov, 1986).  These methods allow 
determining in the experiment only a single thermophysical parameter of the tested 
material.  They require the use of big and heavy measuring systems and a long period of 
time to conduct the measurement.  Author do not know a commercial solution of portable 
measuring system which in relatively short time could assess fulfilling the requirements of 
insulating materials delivered to building site or leaving the factory from the point of view 
of thermal conductivity.  Therefore, it seems to be crucial to work on design of such a 
measuring system.  The research in this field concentrates, among other things, on 
possibility of application of artificial neural networks to solve the coefficient inverse 
problem of diffusion process ( Alifanov et al., 1995; Beck, 1985).  To determine the usability 
of network an analysis of its response for known values of thermal parameters is needed.  It 
is necessary to generate input data for network training process using mathematical model 
of the tested sample of heat insulation material. The discrete model of a nonstationary heat 
flow process in a sample of material with hot a probe and an auxiliary thermometer based 
on a two-dimensional heat-conduction model was presented.  The minimal acceptable 
dimensions of the material sample, the probe and the auxiliary thermometer were 
determined.  Furthermore, the presence of the probe handle was considered in the heat 
transfer model.  The next stage of the research is solving the inverse problem in which the 
thermal parameters will be estimated on the basis of recorded temperatures.  Methods 
employing the classical algorithm of the mean square error minimization in the inverse 
problem of the heat conduction equation have an advantage of making it possible to take 
into consideration the arbitrary, varying boundary conditions that occur during the 
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measurement (Aquino & Brigham, 2006; Chudzik & Minkina, 2001; Chudzik & Minkina, 
2001a).  Temperature changes of the input can be unbounded and they are taken into 
consideration in the calculations.  The main basic disadvantage of it is the requirement of a 
portable computer or specially made measuring equipment based on powerful 
microprocessor (e.g. ARM core).  It is conditioned by a great deal of iterative computations 
conducted in the inverse problem solution algorithm.  To reduce the amount of 
computations and solution time of the inverse problem the application of artificial neural 
networks was proposed, which would determine a thermophysical parameter on the basis 
of the time characteristic recorded in the sample of tested material (Daponde & Grimaldi, 
1998; Hasiloglu & Yilmaz, 2004; Mahmoud & Ben-Nakhi, 2003; Turias et al., 2005; Chudzik, 
1999;  Chudzik et al., 2001; Minkina & Chudzik 2004;). 

 
2. Model of Heat Diffusion in the Sample of Insulating Material for Different 
Probe Designs 
 

In the classic transient line heat source method (LHS), called also hot wire method or the 
probe method (Boer et al., 1980; Bouguerra et al., 2001; Gobbé et al., 2004; Kubicar & Bohac, 
2000; Cintra & Santos, 2000; Tavman, 1999; Ventkaesan et al., 2001), a heated wire is initially 
inserted into a sample of insulating material at uniform and constant temperature, T0.  
Constant power is then supplied to the line heater element starting at time t=0 and 
temperature adjacent to the line heat source is recorded with respect to time during a short 
heating interval.  The principle of the method is based on the solution of the heat conduction 
equation in the cylindrical co-ordinate system: 
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where: a - thermal diffusivity (m2/s), k - thermal conductivity (W/(mּK)), q’- linear power 
density (W/m).  Several variations of the hot wire method are known.  The theoretical model 
is the same as described by (1) and the basic difference among them lies in the temperature 
measurement procedure.  This technique was standardized in 1978 by DIN 51046 Standard-
Part 2.  The approximate solution of (1) is given by the temperature rise T(t).  The thermal 
conductivity is calculated according to the following equation (Boer et al., 1980): 
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where: ρ - material bulk density (kg/m3), cp - specific heat of the material at constant pressure 
(J/(kgּK)), r - distance between the hot wire and the thermocouple (m), t - time elapsed after 
start of heat release (s), T(t) - temperature rise registered by the thermocouple related to the 
initial reference temperature (K), Ei (−x) - exponential integral function given by: 
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In the mathematical formulations given by (3), the following assumptions were made: the hot 
wire (that is the heat source) has negligible mass and heat capacity, it is infinitely thin and long, 
and the material whose thermal conductivity is determined is half-infinite (Boer et al., 1980; 
Cintra & Santos, 2000).  In the case of measurement of thermoinsulation material properties using 
the hot probe (Al-Homoud, 2005; Ventkaesan et al., 2001), the approximate solutions of (1) are 
inaccurate.  The conditions mentioned above can not be satisfied in general.  Moreover, the heat 
capacity of the hot probe and the testing sample of material are comparable. 
Our proposition of measurement system with hot probe consists in evaluating three thermal 
parameters simultaneously.  It is sufficient to determine two of them, because they are 
related by equation: 

.
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The measurement system should record the temperature changes at the heat probe TH and 
auxiliary thermometer TX.  The proposed distance between the hot probe and the auxiliary 
thermometer is 8 mm, the hot probe diameter is 2 mm and diameter of the auxiliary 
thermometer is 1 mm.  A predesign of such thermal probe is presented in Fig. 1.  The model 
of the heat diffusion in the sample of material with hot probe and auxiliary thermometer is 
given by (Quinn, 1983): 

  QT
t
Tc p 

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        (6) 
 
where Q is the volume power density (W/m3).  The equation was implemented in the 
Matlab environment using the Partial Differential Equation Toolbox.  Several alternative 
designs were considered and the results are obtained in the next subsections. 
 

 
Fig. 1. Predesign of thermal probe 
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2.1 Heat diffusion in the sample of material for uniform hot probe and auxiliary 
thermometer references 
To obtain the temperature field in the sample the finite element method (FEM) was applied 
(Alifanov et al., 1995; Aquino & Brigham, 2006; Augustin & Bernhard 1996; Beck, 1985; 
Jurkowski et al., 1997).  In a two-dimensional XY co-ordinate model of the material sample, 
treated as a square plate, the simplified boundary condition T/x=0 was assumed.  The 
values of thermal parameters were set to: a = 2.310-6 m2/s, k = 0.04 W/(mK) of sample of 
material ensure negligible influence of the boundary condition.  Therefore, the modeled 
sample can be treated as infinitely extensive.  The additional assumptions are as follows: the 
probe is made of copper with diameter Ø = 2 mm and thermal parameters a = 11610-6 m2/s, 
k = 401 W/(mK), heating power is generated in the whole volume of the hot probe, the line 
power density of the heat source is PG(TG=0) = P0 = 9 W/m and depends on the 
instantaneous value of temperature increment of heater TG built-in the probe.  The heat 
power of the probe can be expressed as: 
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where: α – average increment of heater resistance, U – supply voltage, R0 – heater resistance 
in initial conditions, l – length of probe.  Zero values of initial conditions were assumed.  It 
means that the initial temperature of the sample, probe and thermometer equal to ambient 
temperature.  The auxiliary thermometer placed in the tested probe can disturb the thermal 
field, therefore the temperature measured will not properly indicate real temperature in the 
sample.  For that reason the real thermometer placed at a distance of 8 mm from probe was 
assumed.  The modeled thermometer could be made of stainless steel with the following 
parameters: diameter Ø = 1 mm, a = 3.810-6 m2/s, k = 15 W/(mK).  The thermal parameters 
of the sample, probe and thermometer were taken from (Grigoryev, 1991).  A half section of 
the sample with the thermal probe and discrete mesh is presented in Fig. 2 for two cases: the 
probe without and with the auxiliary thermometer. 
 
     a)          b) 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. A half section of sample with thermal probe with discrete mesh for uniform probe: 
without (a) and with auxiliary thermometer (b) 
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Fig. 3 presents the temperature profile of the sample after 100 s, where values are related to 
ambient temperature (difference).  The comparison of these figures shows the influence of 
presence of the auxiliary thermometer on the temperature field in sample, particularly 
visible in the place of thermometer’s location - enlarged part in Fig. 3b.  
 
a)     b) 

Fig. 3. The temperature profile of sample after 100 s for uniform probe: without (a) and with 
auxiliary thermometer (b) 
 
Fig. 4 presents changes in temperature of the probe (curve 1), un-disturbing heat diffusion 
auxiliary thermometer (curve 2) and real auxiliary thermometer (curve 3) in the time period 
of 0-100 s after the start of sample heating.  Curves 2 and 3 in Fig. 4 differ significantly 
similarly to the previous figure, hence the presence of real auxiliary thermometer must be 
taken into consideration in the mathematical model of heat diffusion in the sample of the 
tested material.  
 

 
Fig. 4. Changes in temperature of probe (1), un-disturbing auxiliary thermometer (2) and 
real auxiliary thermometer (3) placed in a distance of 8 mm from the probe 
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2.2 Heat diffusion in the sample of material for nonuniform (multi-layer) hot probe and 
auxiliary thermometer 
A real probe consists of three-layers: heater, filling material and shield.  It must be checked 
how three-layer construction will have effect on temperature field.  Assumed parameters of 
the modeled probe are: heater (copper) Ø = 1 mm, a = 11610-6 m2/s, k = 401 W/(mK), filling 
material (epoxide gum) d = 0.5 mm, a = 7.810-7 m2/s, k = 1.3 W/(mK), shield (brass) d = 0.5 
mm, a = 34.210-6 m2/s, k = 111 W/(mK) where d is thickness of the layer.  Other simulation 
conditions are similar to those mentioned in subsection 2.1.  Again, a half section of the 
sample with the thermal probe and discrete mesh are presented in Fig. 5. 
 

 
Fig. 5. A half section of sample with thermal probe and discrete mesh for multi-layer probe 
 
Fig. 6 shows the temperature profile of the sample after 100 s (a) and top view of it with 
marked points 1-4 used to analyze the temperature difference (b).  
 
a)     b) 

 
Fig. 6. The temperature profile of sample after 100 s (a) and top view with marked points 1-4 (b) 
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Fig. 7 presents changes in temperature in arbitrary chosen points 1-4. These numbers 
correspond to the following curves: heater (curve 1), filling material (curve 2), shield (curve 
3) and real auxiliary thermometer (curve 4) in time period 0-100 s after the start of sample 
heating.  In this case the curves 1, 2 and 3 dedicated to the three layers of the probe, overlap 
each other.  It means that the assumption about nonuniform probe is not necessary.  The 
higher temperature value (curve 1) for time instant 100 s in comparison to the value 
presented in Fig. 4 (also curve 1) is the result of less total heat capacity of nonuniform probe. 
 

. 
Fig. 7. Changes in temperature of probe parts: heater (1), filling material (2), shield (3) and 
real auxiliary thermometer (4) placed in a distance of 8 mm from the probe 

 
3. Model of heat diffusion in the sample of insulating material for probe with 
handle 
 

A typical method of temperature measurement of solid is the contact method, where the 
sensor is placed into material or has good thermal contact with material surface.  Usually, 
simple sensors are used.  They consist of long metal pipe working as a shield and active part 
assembled inside the pipe.  One of the pipes is ended by a header or a handle with wires.  
Placement of the sensor into checked material causes some disturbance in the temperature 
field.  The case of stationary temperature field measurement needs sufficiently long waiting 
for transient state to fade.  In general, the dynamical error caused by the sensor presence 
must be taken into consideration.  Usually contact temperature sensors have length much 
bigger than diameter and therefore the heat transfer along the sensor is neglected.  This 
simplification can be erroneous in the case of small heat transfer coefficient of active sensor 
surface, because the temperature of the probe handle can have relevant impact on sensor 
measured temperature. 
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3.1. Model of heat diffusion in the sample of insulating material for probe with 
significant heat capacity handle 
 In Fig. 8 a model of uniform probe (copper) of a diameter of 2 mm and length of 10 cm long 
with handle (plastics) of a diameter of 5 mm and length of 2 cm is presented. 
 

 
Fig. 8. Predesign of probe with handle 
 
Fig. 9. presents a quarter of symmetrical model of the probe with handle in XYZ co-
ordinates: discrete mesh (a), temperature field after 100 s (b).  The considered sample of 
material is treated as a cubicoid which base dimensions are 10 x 10 cm and the height is 15 
cm.  The third kind of boundary condition (Fourier-Robin) on lateral surfaces of the sample 
and the probe handle was assumed.  The typical value of heat transfer coefficient =5 
W/(m2K) for laminar, natural heat flow close to surface was taken from (Grigoryev, 1991).   
 
a)      b) 

 
Fig. 9. Quarter of symmetrical model of probe with handle in XYZ co-ordinates: discrete 
mesh (a), temperature field after 100 s (b) 
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a)      b) 
 

  
Fig. 10. Temperature changes along probe length (Z axis) after 100 s (a) and Z axis view 
presenting the changes in temperature along probe (b) 
 
Zero values of initial conditions were assumed.  The values of thermal parameters of the 
probe and the sample of material are the same as those considered in chapter 2. Fig. 10a 
presents the temperature profile along probe length (Z axis) after 100 s (a).  For better 
visibility the Z axis view presenting the changes in temperature gradient along the probe 
was additionally showed in Fig. 10b. 
It follows from Fig. 10 that change in temperature along probe after 100 s is about 3.5 K.  For 
the probe made of copper this value is relatively big.  The probe handle is made of plastic 
whose thermal conductivity is several times less than for metals.  The amount of heat absorbed 
by handle is considerable in comparison to the heat absorbed by the sample of material.  
Taking into consideration the presence of the probe handle in model is difficult.  The boundary 
conditions on handle surfaces depend on ambient conditions and generally are not predictable 
in real measurements.  To eliminate this undesirable effect being an additional source of 
measurement error, the thermal probe handle compensation can be used. 
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3.2. Model of heat diffusion in the sample of insulating material for probe with 
temperature compensated handle 
If the handle is temperature compensated, its presence in mathematical model can be 
neglected.  Other simulation conditions are the same as in subsection 3.1.  Fig. 11 presents a 
quarter of symmetrical model of probe without handle (equivalently to temperature 
compensated handle) in XYZ co-ordinates: discrete mesh (a), temperature field after 100 s (b). 
 
a)     b) 

  
Fig. 11. Quarter of symmetrical model of probe with temperature compensated handle in 
XYZ co-ordinate: discrete mesh (a), temperature field after 100 s (b) 
 
Fig. 12 presents the changes in temperature gradient along Z-axis after 100 s: probe with 
handle (curve 1) and probe without handle (curve 2) or temperature compensated handle.  It 
is evident that temperature gradients after 100 s differ from each other significantly.  The 
increase of average temperature in the middle of the probe length for probe with handle is 
42.0 K and for the probe without handle is 46.4 K. It shows how presence of the handle 
influences the temperature field in the sample of material.  The curve 2 is almost flat.  It let 
us state that finite length of probe (z=0) and boundary condition on sample top surface 
(z=10) have small impact on the temperature field.  Similar simulations for the probe with 
handle for another boundary condition on lateral and bottom surface of the sample were 
conducted.  In this case, the sample is completely thermally insulated from surroundings 
with the exception of the top surface.  No visible difference between corresponding curves 2 
was observed hence they are not presented in the paper. 
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Fig. 12. Changes in temperature along Z-axis after 100 s: probe with handle (curve 1), probe 
without handle (curve 2) 

 
4. Neural network in inverse problem solution 
 

A neural network can learn a phenomenon model when analytic description is complicated 
or unknown.  It is sufficient to present at the training stage the values of input quantities of 
the modeled phenomenon or system at the network inputs.  There are assumed values of 
output quantities (responses) of the modeled phenomenon or system at the network 
outputs.  The key problem is optimal selection of the network architecture.  Different types 
of neural network have specific limitations in terms of functions they can represent.  A lot of 
possible applications of neural networks have not been investigated yet or are still under 
research.  In this work, we attempt to investigate the usability of a neural network in solving 
the coefficient inverse problem.  In computer simulations simple network architecture was 
initially defined and next, its performance for model of heat conduction was tested.  The 
idea of the coefficient inverse problem solution is presented in Fig. 1. The network 
determines the value of heat diffusivity a and heat conductivity k on the basis of the 
temperature responses recorded at the hot probe TH(t) in the symmetry axis and the 
auxiliary thermometer TX(t) in the sample and assuming repeatable boundary conditions.  
The network can be trained with temperature values (or its increments with respect to the 
initial condition) calculated for given values of a and k which have been taken from 
predicted ranges of its possible variations. 
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 Fig. 1. Hypothetical architecture of the neural network with input and output signals 

 
4.1. Discussion on the neural network architecture 
Using the model and the FEM presented in part 1 of the paper there were generated training 
vectors of nine selected instantaneous values of the temperature responses of the hot probe 
TH(t) and the auxiliary thermometer TX(t) in the sample for 10x10 combinations of values of 
a1.03.010-6 m2/s and k3.05.010-2 W/(mK) for time interval 100 s.  The training 
input vectors of the instantaneous values of the temperature TH(t) and TX(t) are shown in 
Fig. 2 and Fig. 3. 
 

 
Fig. 2. Temperature changes in the symmetry axis of the hot probe TH(t): 1) a=1.010-6 m2/s, 
k=3.010-2 W/(mK) and  2) a=3.010-6 m2/s, k= 5.010-2 W/(mK) 
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Fig. 3. Temperature changes of the auxiliary thermometer TX(t): 1) a=3.010-6 m2/s, k=5.010-2 
W/(mK) and 2) a=1.010-6 m2/s, k= 3.010-2 W/(mK) 
 
Several architectures of the neural network were tested (all with 2 linear neurons in output 
layer) (Hagan et al., 1996; Caudill & Butler 1992) : 

 two-layer classical nonlinear network with 10 neurons in input layer for 20, 50 and 
1000 training epochs, 

 two-layer classical nonlinear network with 20 neurons in input layer for 20, 50 and 
1000 training epochs, 

 three-layer classical nonlinear network with 20 neurons in input layer and 10 
neurons in hidden layer for 25 and 1000 training epochs, 

 radial basis functions RBF, 
 radial basis function RBF with given error goal, 
 generalized regression GRNN. 

The neural networks were trained by presenting successive training vectors including the 
values of TH and TX at their inputs (input vectors) and the corresponding values of a and k 
coefficients at their outputs (target vectors). 
In the case of classical radial basis function neural network, the results confirm its possibility 
to appreciatively solve the inverse problem.  For some learning parameters the output error 
is negligible for training and testing data.  However, network structure consisting of 100 
RBF neurons is relatively big.  In the case of GRNN the “overfitting effect” was occurring.  
The network answered with small error for training vector, but for intermediate values, that 
are included in testing vector, the output error was very big.  Reduction of the number of 
the neurons or decreasing the size of training vector can remove this disadvantage.  The 
Matlab environment has in this case limited possibilities of parameter selection.  
Furthermore, the input training vector preprocessing or output vector postprocessing can 
also be helpful.  This extra processing of this data increases the algorithm complexity.  A 
better solution is application of the RBF network with given error goal which automatically 
choose the number of neurons to draw output error with error goal.  Such a solution 
facilitates looking for the optimal network structure because the amount of neurons is 
automatically selected.  Better results were obtained for classical nonlinear network with 
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hyperbolic tangent transfer function in input and hidden layers.  In the case of hidden layer, 
it is sufficient to use the linear activity function.  Three-layer network reached good 
performance after 25 epochs.  Thanks to its flexibility the overfitting did not occur.  Taking 
1000 epochs, the output error was very small, both for learning and testing vectors.  
Performance of two-layer network was also investigated.  The output error in this case was 
somewhat larger than for three-layer network but it can be compensated by longer learning 
period (more epochs). 

 
4.2. Results of simulation for “optimal” neural network search 
The best of considered architectures of the neural network was the classical nonlinear 
feedforward two-layer neural network: 20 neurons with hyperbolic-tangent transfer 
function in input layer and two neurons with linear transfer function in output layer.  The 
network has 18 inputs and 2 outputs.  The vector of nine instantaneous values of the 
temperature of the heating probe TH and the vector of nine instantaneous values of the 
temperature of the auxiliary thermometer TX are loaded into 18 inputs of the neural 
network.  The network achieved satisfactory results already after about 50 training epochs.  
An example of the network training process for the traditional error back propagation 
algorithm is presented in Fig. 4. 

 

Fig. 4. Error of network learning during 50 epochs 
 
The network outputs were compared to the values of heat diffusivity and heat conductivity 
coefficients given in the training stage.  The relative errors of the network response are 
presented in Fig. 5. 
To verify whether the network response is correct for intermediate values of a and k from 
the ranges defined above, the responses were simulated for 100 values of heat diffusivity 
coefficient a from the range a1.0;3.010-6 m2/s and 100 values of heat conductivity 
coefficient k from the range and k3.0;5.010-2 m2/s.  Consequently, there 10000 different 
testing vectors were generated.  Fig. 7 and Fig. 8 show the relative error of the network 
response versus target value of the coefficients a and k. 
The performance of a trained network was additionally measured using regression analysis 
between the network response and the corresponding targets.  In the posttraining analysis 
the “Linear regression method” implemented in Matlab was used for network validation.   
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a)     b) 

 

Fig. 5. Relative error of the network response for thermal diffusivity a (a) and for thermal 
conductivity k (b) for the training stage  
 

 
Fig. 7. Relative error of the network response for thermal diffusivity a for the testing stage 
 

 
Fig. 8. Relative error of the network response for thermal conductivity k for the testing stage 
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In Fig. 9 and Fig. 10 the perfect fit (outputs exactly equal to targets) can be seen, the slope is 
almost 1, and the y-intercept is 0. 

 

Fig. 9. Linear regression method matching for heat diffusivity: T – given training output 
value of a, A – network answer 
 

 
Fig. 10. Linear regression method matching for heat conductivity: T – given training output 
value of k, A – network answer 
 
Furthermore, the correlation coefficient R that indicates how well the variation in the output is 
explained by the targets, is equal to 1.  Thus, there is perfect correlation between the targets 
and the outputs.  It means that approximation quality of the neural network is very good. 
As mentioned earlier, the chosen network architecture was classical nonlinear two-layer 
neural network.  On this stage of the research this architecture cannot be objectively treated 
as optimal.  Generalization ability is one of many conditions a network must satisfy only.  A 
very important issue is determination of sensitivity of the neural network to input quantities 
disturbance.  Good ability of generalization of the chosen network going hand in hand with 
its small sensitivity must be proved.  If it fails, then another network candidate for “optimal 
network architecture” must be selected and checked. 
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5. Sensitivity analysis of neural network on input quantities disturbance  
 

Sensitivity analysis of the neural network on existing in real measurement uncertainties is a 
very essential stage of method validation.  The designed instrumentation is dedicated to 
immediate measurements, hence uncertainty on a level of a few percents is sufficient.  In 
this study, there was assumed, that the following input quantities had influence on the 
output quantities a and k: 

 temperature of the hot probe TH(t),  
 temperature of the auxiliary thermometer TX(t), 
 heat power PG supplying the hot probe, 
 distance r between the hot probe and the auxiliary thermometer.  

 
5.1. Application of Monte Carlo technique in sensitivity analysis 
In Ref. (Joint Committee for Guides in Metrology, 2004), treated as supplement to Guide to 
the Expression of Uncertainty in Measurement (BIPM et al., 1995) an interesting procedure 
is proposed.  It gives recommendation how the uncertainty could be evaluated if the 
conditions for „law of propagation of uncertainty” are not fulfilled, because of the 
complexity of the model, for example (Joint Committee for Guides in Metrology, 2004). 
The procedure applies to evaluation of 95% coverage interval for the output quantity value. 
The described procedure consists of the following stages (BIPM et al., 1995): 

a) define the output quantity, the quantity required to be measured, 
b) decide the input quantities upon which the output quantity depends, 
c) develop a model relating the output quantity to these input quantities, 
d) on the basis of available knowledge assign probability density functions to the values of 
the input quantities, 
e) propagate the probability density functions for the values of the input quantities 
through the model to obtain the probability density function for the output quantity value, 
f) obtain from the probability density function for the output quantity value: 

1) its expectation, taken as the estimate of the output quantity value; 
2) its standard deviation, taken as the standard uncertainty associated with the estimate of 
the output quantity value, 
3) the coverage interval containing the unknown output quantity value with a specified 
probability. 

Generation of input quantities for 106 trials (this number is strongly recommended by (Joint 
Committee for Guides in Metrology, 2004)) and model developing for one pair given thermal 
parameters were taken over 6 days using modern PC computer.  Hence, the analysis was 
constrained to the following five combinations of values treated as “true” values: 

1. a=2.510-6 m2/s and k= 4.010-2 W/(mK),  
2. a=1.510-6 m2/s and k= 3.310-2 W/(mK),  
3. a=3.510-6 m2/s and k= 4.710-2 W/(mK),  
4. a=3.510-6 m2/s and k= 3.310-2 W/(mK),  
5. a=1.510-6 m2/s and k= 4.710-2 W/(mK). 

Uniform symmetric distribution of probability of input quantities was assumed with the 
following half widths: TH(t)=0.1 K, TX(t)=0.05 K, PG=1 mW/m, r=0.1 mm.  To obtain 
distribution function of network output quantities a and k the Monte Carlo simulation 
technique was applied.  For each pair of a and k the output value of the network was 
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computed and estimates of distribution function G(a) and G(k) were carried out.  According 
to f) point of the above mentioned procedure (underlined text) the recommended 
parameters: expectation, standard deviation and 95% coverage interval were obtained and 
presented in Table I.  
 
N
o
. 

Heat diffusivity a m2/s Heat conductivity k W/(mK) 
Expecta
tion 

Standard 
deviation 

95 % coverage 
interval 

Expecta
tion  

Standard 
deviation  

95 % coverage 
interval 

1 2.53·10-6 2.74·10-8 [2.48·10-6 ; 2.58·10-6] 4.05·10-2 4.29·10-4 [3.97·10-2; 4.13·10-2] 
2 1.49·10-6 2.30·10-8 [1.45·10-6; 1.54·10-6] 3.29·10-2 4.16·10-4 [3.21·10-2; 3.37·10-2] 
3 3.41·10-6 2.95·10-8 [3.35·10-6; 3.45·10-6] 4.56·10-2 4.05·10-4 [4.49·10-2; 4.64·10-2] 
4 3.33·10-6 3.02·10-8 [3.27·10-6; 3.39·10-6] 3.27·10-2 4.01·10-4 [3.19·10-2; 3.34·10-2] 
5 1.49·10-6 2.24·10-8 [1.44·10-6; 1.53·10-6] 4.70·10-2 4.65·10-4 [4.61·10-2; 4.79·10-2] 

Table 1. Estimated parameters of probability for five combination of parameters a and k and for two 
layer classical neural network 
 
This table is valid for the previously tested classical nonlinear two-layer neural network: 20 
neurons with hyperbolic-tangent transfer function in input layer and two neurons with 
linear transfer function in output layer.  Analysis of data from Table I let us state that the 
relative extended uncertainty (95% coverage interval) of estimated thermal parameters a and 
k for all five cases did not exceed 3% and 2.5%, respectively. 
Similar analysis was conducted for other network architectures and configurations mentioned 
and tested in the chapter II.  The best results were obtained for RBF network with error goal.  
They are presented in Table II. 
  

N
o. 

Heat diffusivity a m2/s Heat conductivity k W /(mK) 
Expecta
tion 

Standard 
deviation 

95 % coverage 
interval 

Expecta
tion  

Standard 
deviation  

95 % coverage 
interval 

1 2.50·10-6 2.73·10-8 [2.45·10-6; 2.55·10-6] 4.00·10-2 2.32·10-4 [3.96·10-2; 4.04·10-2] 
2 1.50·10-6 1.56·10-8 [1.45·10-6; 1.53·10-6] 3.30·10-2 2.07·10-4 [3.26·10-2; 3.33·10-2] 
3 3.49·10-6 3.75·10-8 [3.43·10-6; 3.56·10-6] 4.70·10-2 2.56·10-4 [4.66·10-2; 4.75·10-2] 
4 3.48·10-6 4.98·10-8 [3.40·10-6; 3.57·10-6] 3.30·10-2 2.07·10-4 [3.26·10-2; 3.33·10-2] 
5 1.50·10-6 1.22·10-8 [1.48·10-6; 1.52·10-6] 4.70·10-2 2.46·10-4 [4.66·10-2; 4.74·10-2] 

Table 2.  Estimated Parameters of Probability for Five Combination of Parameters a and k 
and for RBF neural Network 
 
Analysis of data from Table II let us state that the relative extended uncertainty (95% 
coverage interval) of estimated thermal parameters a and k for all five cases did not exceed 
3% and 1.5%, respectively. 
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6. Conclusion 
 

The aim of the presented analysis was checking how several details of the considered model 
of heat diffusion affects the temperature field.  The recommendations for the next research 
stage are: 

 assumed dimensions of measuring stand are accurate, hot probe can be treated as 
uniform (fewer elements of discrete mesh), 

 presence of auxiliary thermometer and probe handle must be considered in 
mathematical model, 

 the sample dimensions checked in simulations let treat a real sample as infinitely 
widespread. 

It allows for conducting measurement with no specially prepared sample assuming that the 
sample dimensions are greater or equal than considered in the paper, i.e.  10 x 10 cm (base) x 
15 cm (height). This is the great advantage of proposed method. 
The usability of an artificial neural network (ANN) to estimate the coefficients of inverse 
heat conduction problem for solid will be presented.  The network should determine the 
value of effective thermal conductivity and effective thermal diffusivity on the basis of 
temperature response of hot probe and auxiliary thermometer.  In developing of the ANN 
model, several configurations of ANN architecture will be checked.   
The results obtained in simulations show that is possible to determine the parameters of 
insulating material using trained neural networks for repeatable input function of the probe 
and measurement conditions.  Such a solution could considerably reduce the cost of the 
measuring system. 
The recommended network architecture for further study is the classical nonlinear two-layer 
neural network: 20 neurons with hyperbolic-tangent transfer function in input layer and two 
neurons with linear transfer function in output layer.  50 epochs should be sufficient to 
achieve a good result of the network training.  The relative extended uncertainty (95% 
coverage interval) of estimated thermal parameters a and k will not exceed 3% and 2.5%, 
respectively.  This network was chosen as a compromise between generalization ability, 
architecture simplicity, small output error and small sensitivity on input signal 
disturbances.   
The main aim of the research is to determine the three basic thermal parameters on a single 
portable measuring system in a relatively short time and not only in laboratory (fully 
controlled) conditions. 
The future work will be experimental verification of the proposed method on real samples 
of insulating material taking into consideration sample size, network architecture, training 
recommendation and the use of a real probe consisting of a hot probe and an auxiliary 
thermometer with temperature compensated handle. 
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