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CL-MAC: Cross-layer MAC Protocol for Delay
Sensitive Wireless Sensor Network Applications

Kechar Bouabdellah and Sekhri Larbi
University of Oran
Algeria

1. Introduction

Recent advances in micro-electromechanical systems (MEMSs) technology, wireless
communications field and nanotechnology have enabled the design of low-power, low cost
smart sensor nodes equipped with multiple onboard functions such as sensing, computing,
and communications. Such intelligent devices networked through wireless links have been
referred to as Wireless Sensor Networks (WSN). The basic function of the network is to
observe some phenomenon by using the sensors and communicate the sensed data to a
common destination called the base station or the Sink. In most application scenarios, sensor
nodes are powered by small batteries, which are practically non-rechargeable, either due to
cost limitations or because they are deployed in hostile environments.

Many WSN applications, that are delay sensitive in case when an abnormal event occurs, exist
in practice: environmental monitoring (for example forest fire detection, intruder detection),
assistance for old or disabled people and structural health monitoring. In these applications,
the detected event is considered as an urgent data which must be transmitted quickly towards
the Sink for fast intervention. To achieve this requirement, it is necessary to decrease latency at
MAC layer when transmitting urgent data from the source node to the Sink.

These considerations motivate well energy saving and low latency WSN designs.

Many research works have been developed for energy efficiency at each layer of the
protocol stack by proposing new algorithms and protocols. In particular, the MAC layer was
of great interest for many researchers because it was considered as an important source of
energy waste. It is summarized in (Zhi-Wen et al., 2005; Injong et al., 2005; Muneeb et al.,
2006; Sohraby et al., 2007):

- Qverhearing: a sensor node receives packets that are transmitted for other nodes. This is
mainly due to the radio transmission nature (omni-directional) forcing every node of the
neighborhood to waste energy when receiving and decoding these packets. These packets
are eventually dropped after the node realizes that the destination address is different from
its own address.

- Collision: since the radio channel is shared by many nodes, a collision takes place every
time when two nodes try to send their packets at the same time. Collisions increase energy
consumption and latency in case of packets deliverance mechanism due to retransmissions.
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- Control packets (overhead): packet headers and control packets (RTS/CTS/ACK) used by a
MAC protocol do not contain application data, thus they are considered as supplementary
data (overhead). Control packets can be of importance since most applications use data
packets with reduced size.

- Idle listening: it is a dominant factor for energy waste in WSN. Indeed, when a node is not
in the transmission mode, it must continuously listen to the channel in order to receive
possible traffic that is not sent. In this case, the amount of energy waste is almost equal to
the energy dissipated by a normal reception according to (Wei et al., 2004) (the ratios of
Eidle:Ereceiving:Etransmitting are 1:1.05:1 4)

- Ower emitting: this case occurs when a sensor node receives a packet while it is not ready.
This situation forces the sender to perform new retransmissions that are strongly linked to
synchronisation problem and therefore wastes energy.

In order to decrease or at least eliminate these various sources of energy waste, several
protocols have been proposed these last years. They can be divided into two main classes:
TDMA-based MAC protocols and Contention-based MAC protocols.

1.1 TDMA-based MAC protocols

These protocols (known as deterministic) are employed to avoid collisions by exclusively
allocating time slots to sensor nodes. However, these protocols require the presence of a
management authority (for example a dedicated access point) to regulate the access to the
medium by broadcasting a schedule that specifies when, and for how long, each controlled
sensor node may transmit over the shared channel. In these protocols, the channel is divided
into time slots, which are grouped into logical frames (see Fig. 1 in which a set of N
contiguous slots form a logical frame). In each logical frame each sensor node is assigned a
set of specific time slots. This set constitutes the schedule according to which the sensor
node operates in each logical frame.

Frame n Frame n+1 Frame n+2

Fig. 1. Logical frame in TDMA-based protocols for WSN

The schedule can be either fixed, constructed on demand on a per-frame basis by the base
station or hybrid (Sohraby et al., 2007). Outside these assigned slots, a sensor node goes to
sleep mode in which the radio transceiver is completely turned off to conserve energy.
However, in WSN we need distributed protocols to allocate time slots to sensor nodes
(Willig, 2006), but such distributed schemes tend to be somewhat complex (see for example
SMACS (Sohrabi & Pottie, 1999; Sohrabi et al., 2000), TRAMA (Rajendran et al., 2003) or
LEACH (Heinzelman et al., 2002)). Network topology changes (due for example to sensor
nodes running out of energy, the deployment of new nodes or node mobility) require the
slot allocation protocol been executed periodically. In addition, TDMA-based MAC schemes
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require tight time synchronization between nodes to avoid overlap of time slots. This in turn
requires continuous execution of a time synchronization protocol.

This makes the use of these protocols more complex in WSN where each node has, in
general, no priority assigned and very limited resources.

1.2 Contention-based MAC protocols

These protocols known as CSMA-based are usually used in multi-hop wireless networking
due to their simplicity and their adequacy to be implemented in a decentralized
environment like WSN. When these protocols are used, collisions can be occur in case of a
receiver is located in the radio range of at least two sensor nodes transmitting
simultaneously data packets to it. Collisions waste the energy of both the transmitter and
the receiver and as a result packet retransmissions can occur which create additional load
for a congested channel. In CSMA-based protocols, collisions are often the result of hidden
terminal problem. Consider the situation in Fig. 2 where A and B can hear each other, B and
C can hear each other but A and C cannot. Nodes A and C both want to transmit a packet to
their common neighbour B. Both nodes sense an idle channel and start to transmit their
packets. The signals of nodes A and C overlap at B and are destroyed (collision problem).

Fig. 2. Hidden terminal scenario

To reduce these collisions in ad-hoc (sensor) networks, the 802.11 standard defines a virtual
carrier mechanism based on the Request-To-Send (RTS)/(Clear-To-Send) CTS scheme
defined in MACA protocol (MultiAccess Collision Advoidance) (Karn, 1990). By using this
scheme, collisions between hidden nodes at common neighbors can be avoided. A sensor
node (node A in Fig. 3) wanting to transmit a unicast packet initiates a handshake by
transmitting an RTS control packet after a specified time called the Distributed Inter Frame
Space (DIFS). The receiver (node B in Fig. 3)) waits a Short Inter Frame Space (SIFS) before
responding by sending a CTS control packet, which informs all its neighbors of the
upcoming transfer. Since the SIFS interval is set shorter than the DIFS interval, the receiver
takes precedence over any other sensor node attempting to send a packet (Koen & Gertjan,
2004). The effective DATA transfer (from A to B) is now guaranteed to be collision free. So,
after a SIFS period, DATA packet is transmitted by sender (A) and receiver (B) waits a SIFS
period before acknowledging the reception of the data by sending an ACKnowledgement
control packet (ACK). If sender (A) does not receive the ACK packet, it assumes that the
data was lost due to a collision at receiver (B) and enters a binary exponential backoff
procedure. This same procedure can be used when two RTS packets collide, which is
technically still possible. The RTS/CTS control packets specify in their header the duration
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of the upcoming DATA/ACK sequence which allow neighboring nodes to overhear the
control packets, set their Network Allocation Vector (NAV) and defer transmissions until it
expires (NAV(RTS) at neighbor node D and NAV(CTS) at neighbor node C in Fig. 3). The
radio can be switched off for the duration NAV to save energy waste. Note that, all
broadcast and multicast packets are transmitted without RTS/CTS scheme.

In the contention-based MAC protocols, the RTS/CTS scheme is sufficient to greatly reduce
collisions and increase bandwidth utilization, but unfortunately does not completely solve
the hidden terminal problem, according to (Sohraby et al., 2007).

NAV(CTS)

Fig. 3. Collision avoidance using RTS/CTS handshake (Sohraby et al., 2007)

A number of MAC protocols have been developed to considerably reduce other sources of
energy waste. They focus on reducing idle listening, but collisions, control packets
(overhead) and overhearing are also addressed.

The first approach to reduce idle listening is based on preamble sampling and operates at
the physical layer (see for example (Halkes et al., 2005; Bachir et al., 2006; EL-Hoiydi, 2002;
Polastre et al., 2004; Buettner et al., 2006). In this asynchronous approach, as illustrated in
Fig. 4, a receiver turns on periodically the radio to sample for incoming data and detects if a
preamble is present or not (Halkes at al., 2005 ). If it detects a preamble, it will continue
listening until the start-symbol arrives and the message can be properly received. If no
preamble is detected the radio is turned-off again until the next sample.

; Preamble | Message

Sender

Receiver ‘H " H' | A .....

Radio OFF Radio ON

Fig. 4. A sender uses a longer preamble to allow the receiver to only turn its radio on
periodically (Halkes et al., 2005)
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The second approach trying to mitigate the idle listening uses wake-up/sleep mechanisms
and/or RTS/CTS/DATA/ACK signalling scheme from 802.11x standard to reduce collision,
overhearing and control packet (overhead). A well know MAC protocols in the literature
using this approach are S-MAC, T-MAC (with the automatic adaptation of the duty cycle to
the network traffic), D-MAC and Z-MAC (see section 2.1 for more detail).

Recently, a new generation of MAC protocols (Cross-layer MAC protocols) using several
layers in order to optimize energy consumption has emerged. These layers can be exploited
into two modes: interaction or unification as depicted in Fig. 5. In the interaction mode, the
MAC protocol is built by exploiting the data generated by other adjacent layers. MAC-
CROSS Protocol (Suh et al., 2006) is an example of Cross-layer approach which allow the
routing information of the network layer to be exploited by the MAC layer (interaction
between MAC and network layers) by leaving only the communicating nodes in activity
and by putting into sleep mode the other neighbor nodes (not concerned by this
communication). In order to avoid collisions, MAC-CROSS uses the control messages
RTS/CTS/ACK. On the other hand, a Cross-layer design mode by unification requires the
development of only one layer including at the same time the functionalities of considered
layers.

ﬁ User data Optimization purpose
‘ State of layer — A ~
Application = — Application Application
Transport Ez ::> Transport
Network g (— Network lntlea%]r:rted
=
MAC "‘g‘ > MAC
Physic = (—)  Physic Physic
Layered model Cross-layer model Cross-layer model
bv interaction hv nnification

Fig. 5. Cross-layer model illustration

In this chapter, we propose a Cross-layer protocol named CL-MAC, based on the same ideas
used by MAC-CROSS. The fundamental difference between our proposal and MAC-CROSS
lies on the level of the number of consecutive nodes that are implied in MAC functioning at
each frame. Indeed, MAC-CROSS acts on three consecutive communicating nodes while CL-
MAC uses all the nodes included in a given routing path from the source node to the Sink in
one frame. Two main operations take place simultaneously in this routing path after an
RTS/CTS exchange at the beginning of each data transmission: on one hand successive
transmissions of CTS packets which advance quickly towards the Sink in order to reserve a
path. All nodes included in this path remain in activity and all other nodes in their vicinity
enter sleep mode for a given time interval. On the other hand DATA/ACK packet
exchanges between communicating nodes in the routing path (a relatively slow process)
which advance progressively.

Temporal Petri nets are introduced in order to model underlying operation of the proposed
protocol and the TiNA tool is carried out for analytical validation of some related properties.
A comparative study between CL-MAC, MAC-CROSS and S-MAC in term of energy saving
and low latency has been performed for evaluation purpose by using a home simulator.
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The rest of the chapter is organized as follow: in the next section, we introduce main works
in literature related to energy saving at the MAC layer level. Some OSI-based protocols and
others based on Cross-layering approach are given in this section. In section 3, we give more
details about the proposed protocol CL-MAC. In Section 4, we present a formal
representation of the CL-MAC protocol using time Petri nets modeling approach. The
analytical validation of some properties of CL-MAC using the TiNA software tool is given
in section 5. The performance evaluation of CL-MAC protocol by comparison with a similar
MAC protocols like S-MAC and MAC-CROSS is presented in section 6. Finally, we conclude
our work and discuss some future perspectives.

2. Related work

In this section, we present some MAC layer protocols developed some years ago that enable
energy conservation in WSN. First, compatible OSI protocols are presented and followed by
two important cross-layer protocols: MAC-CROSS and XLM. Especially, MAC-CROSS
protocol is considered as a basis of the development of our proposal.

2.1 Compatible OSI protocols

Many studies in WSN have showed that energy consumption during a communication is
four times greater than the energy consumed in both the processing and sensing operations.
This fact lead communication protocols designers to take a particular interest into the WSN-
MAC layer and to propose some original ideas to efficiently manage that layer. The medium
access must take into account all sources of energy waste considerations.

Sensor-MAC (S-MAC) protocol is a very popular protocol developed at California
University (Wei et al., 2002; Koen & Gertjan, 2004; Zhi-Wen et al., 2005). Its main objective is
to conserve energy in WSN and it takes into consideration that fairness and latency are less
critical issues compared to energy conservation. The basic idea behind S-MAC is the
management of local synchronizations and the schedule of sleep/listen periods based on
these synchronizations. Neighboring nodes form virtual clusters in which they periodically
broadcast special SYNC messages to keep synchronized. The period for each node to send a
SYNC packet is called the synchronization period. If two neighboring nodes reside in two
virtual clusters, they wake up at the listen periods of both clusters (Demirkol, 2006). Every
frame in S-MAC as shown in Fig. 6 is divided into an active period and a sleep period. The
active period is divided into three parts for SYNC, RTS and CTS packets. In this figure,
nodes 1 and 3 are synchronized to the schedule of node 2 by receiving its SYNC packet. This
means that nodes 1, 2 ad 3 share a same virtual cluster. Node 3 initiates an RTS/CTS
exchange with node 1 to transmit data. When CTS packet is received, data transmission will
immediately follow. Nodes 1 and 3 stay active until the completion of data transfer, whereas
node 2 follows its normal sleep schedule. In the sleep period, when data transmission ends,
communicating nodes enter sleep mode by switching off their radio transceivers. Collision
avoidance is achieved by a carrier sense (CS in Fig. 6).

S-MAC also includes message passing support in which long messages are divided into
frames and sent in a burst-mode. In this case, only one RTS and one CTS are used to reserve
the medium for the time needed to transmit all fragments.

Several other energy efficient protocols in the literature are based on wake-up/sleep
mechanism: T-MAC (Koen & Gertjan, 2004), D-MAC (Lu et al., 2004), Z-MAC (Injong et al.,
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2005). T-MAC and D-MAC are considered similar to the SSMAC protocol with an adaptive
duty cycle.

The T-MAC (Timeout-MAC) protocol adapts the duty cycle to the network traffic in order to
improve S-MAC, but instead of using a fixed length active period, T-MAC uses a time-out

Active period »<— Sleep period —
Listen Listen Listen
for SYNC for RTS for CTS
Rx SYNC Rx RTS Tx CTS
Node 1 & P
i : E ; cs Receive Data

<+—  Active period

v
A

Sleep period ————»

for SYNC for RTS for CTS
Tx SYNC
Node 2
Ccs
<+—— Active period » <«— Sleep period —»
for SYNC for RTS for CTS
Rx SYNC TxRTS | RxCTS
o A [T
Node 3 o 1 i1 [+ Trapsmitbata - |-
i cs 4 N OO

Fig. 6. Timing relationship between different sensor nodes in SMAC (This figure was
redrawn from (Dewasurenda & Mishra, 2005))

mechanism to dynamically determine the end of the active period (Halkes, 2005). In Fig. 7,
when a node does not detect any activity within the activity time-out period (TA), it can
safely assume that no neighbor wants to communicate with it and then enters sleep period.
If the node engages or overhears a communication, it simply starts a new TA period after
that communication finishes.

The D-MAC (Data-gathering MAC) protocol includes an adaptive duty cycle like T-MAC
for energy efficiency and ease of use. In addition, it provides low node-to-Sink latency,
which is achieved by supporting convergecast communication paradigm that is the mostly
observed communication pattern within sensor networks. DMAC achieves very good
latency compared to other sleep/listen period assignment methods, but unfortunately
collision avoidance methods are not utilized.
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:4 Frame ’:
1 1
1Active period '

S-MAC

Sleep period

i W

Active period

T-MAC TA, TA |E|

lT|_| Sleep period LTL i

Fig. 7. The SSMAC and T-MAC duty cycles; the arrows indicate transmitted and received

messages; note that messages come closer together (TA: Activity Time-out period) (Halkes et
al., 2005)

Z-MAC (Zebra MAC) is a hybrid MAC protocol for wireless sensor networks that combines
the strengths of TDMA and CSMA while offsetting their weaknesses. The main feature of Z-
MAC is its adaptability to the level of contention in the network so that under low
contention, it behaves like CSMA, and under high contention, like TDMA. A distinctive
feature of Z-MAC is that its performance is robust to synchronization errors, slot assignment
failures and time-varying channel conditions. Z-MAC is used as the default MAC for Mica2
mote.

2.2 Cross-layer protocols

Other protocols based on OSI layer models try to reduce problems encountered in WSN.
Network layer protocols tend to optimize paths between network’s nodes and the Sink
while application layer protocols try to obtain correct, accurate and compressed and/or
aggregated information (Holger et al., 2003; Cheng et al., 2006) so as to reduce the amount of
packets in the network. OSI-based protocols are not flexible, not optimal and consequently
reduce network performances. To mitigate these drawbacks, a new MAC approach based on
interaction or unification of two or more adjacent layers, called Cross-layer MAC
optimization, has emerged (Akyildiz & Ismail, 2004; Suh et al., 2006; Akyildiz et al., 2006).
Some protocols using a Cross-layer technique in medium access control layer can be found
in literature such as MAC-CROSS (Suh et al., 2006) and XLM (Akyildiz et al., 2006).

- MAC-CROSS protocol: in this protocol, only a few nodes concerned with the actual data
transmission are asked to wake-up, while other nodes that are not included on a routing
path and hence are not involved in the actual transmission at all. In exchanging RTS and
CTS packets, a field corresponding to a final destination address is added. The
neighborhood nodes belonging to the path extend their wake-up time while other nodes
prolong their sleep time.

- XLM (Cross-Layer Module for Wireless Sensor Networks) protocol: this protocol proceeds
differently comparing to others traditional architecture based protocols for WSN. The
communication in XLM is based on the initiative concept considered as the core of XLM and
implicitly incorporates the intrinsic functionalities required for successful communication in
WSN. A node starts a transmission by transmitting to his neighborhood an RTS packet to
indicate that it has a packet to send. Upon receiving an RTS packet, each neighborhood node
decides to participate to the communication by determining an initiative I defined as follows:
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/ §RTS 2 gTh
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0, otherwise
-

&rrs: Signal Noise Ratio (SNR) received from RTS packet,

Arelay: packets rate transmitted by relay and by node,

S :node’s buffer occupation,

Erem: node’s residual energy.

Values in the right side of inequalities give us respective thresholds and initiative I is
initialised to 1 if all conditions illustrated in (1) are satisfied.

1. The first condition ensures that reliable links are built for the communication.

2. The second and third conditions are employed by local control congestion. Second
condition prevents congestion by limiting the transmitted traffic by a relay node, while the
third condition ensures that no buffer overflow exists for this node.

3. The last condition ensures that the residual energy E;.,, of a node do not exceed a minimal

threshold £ ;2:: .

Cross-layering functionalities of the XLM protocol are represented by the constraints
defined in the initiative I of a node enabling it to carry out a local congestion control, hop by
hop reliability and distributed operation.

The component of local congestion control of XLM ensures energy efficiency and a reliable
communication. Results of performance evaluation revealed that XLM is better than one-
layer protocols in terms of communication processing and implementation complexity
considerations.

3. CL-MAC protocol presentation

CL-MAC (Cross-Layer MAC) can be added to MAC protocols class by exploiting interactions
between adjacent layers in order to minimize all energy waste sources and decrease latency
during a multi-hop routing of a delay sensitive traffic from a particular source node towards
the Sink in a WSN. The MAC layer enables access to the medium with wake-up/sleep
schedule. Before presenting CL-MAC, we consider the following suppositions:

- Typical utilization scenario: to make clear our contribution, Fig. 8 shows a typical
example of WSN architecture in which CL-MAC must be used. When a delay sensitive event
has been detected (for example the detection event of forest fire around the area covered by
sensor node S1 in Fig. 8), the data related to this event can be considered as an urgent traffic
and must be delivered quickly to the Sink. CL-MAC acts at the MAC layer and aims to
reserve a low latency and energy efficient path to deliver this urgent traffic from the source
node generating this traffic towards the Sink. We can distinguish two types of nodes
included in this path, in addition to the Sink: 1) a sensor node that collects sensed data
which must be sensitive to the end-to-end delay (node S1 in Fig. 8), 2) relaying nodes (like
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A or B in Fig. 8) that are responsible only for relaying a delay sensitive traffic. In the
scenario showed by Fig. 9, the path S1-A-B-C-D-E-F-Sink is an example of an urgent

Node In sleep Node in active
mode mode

All nodes included in this path
use CL-MAC at MAC Layer

O Sensor node Delay sensitive traffic % Message broadcasting
® Forwarding node —p Delay sensitive path

Fig. 8. Typical utilization scenario of CL-MAC

reserved path using CL-MAC. Each node included in this path like node B and its neighbors
like nodes B” and S4 use CL-MAC at their MAC layer.

- The network is randomly deployed in a coverage area followed by a synchronisation
phase.

- Nodes are locally and periodically synchronised like in Z-MAC protocol.

In the rest of the chapter, we refer to a delay sensitive traffic as ‘urgent traffic’ or simply ‘Data
packet’ and to a delay sensitive path as ‘urgent path’.

In the following sections, we successively present the CL-MAC layer in the context of a cross
layering approach, the new data structures of RTS and CTS control packets and their
interpretation, the detailed algorithm for CL-MAC and its principal advantages and, finally,
some other related details.

3.1 CL-MAC Layer

The neighborhood list established by each node contains information about neighboring
nodes (identifier, position, and schedule table) and the routing table maintained by a
routing agent in the network layer. The routing protocol used is based on the greedy
approach, referred to as position-based routing, in which packet forwarding decision is
achieved by utilizing location information about candidate nodes in the vicinity and the
location of the final destination only. The distance-based Greedy forwarding scheme,
proposed by Finn (Finn, 1987), has been adopted in our case. In this forwarding approach, a
next hop node is the nearest neighbor node to the final destination (Sink). Only the nodes
closer to destination than the current node are considered.

As illustrated in Fig. 9, CL-MAC operates at the MAC layer and the node implementing it
can transmit two kind of unicast traffic: delay sensitive traffic generated locally (node
implementing CL-MAC acts as a source node) or delay sensitive traffic received externally
from a neighborhood (node implementing CL-MAC acts as a relaying node). When a source
node acts as a relaying node and in the same time wants to transmit its local delay sensitive
traffic, both kind of traffic can be transmitted towards the Sink.
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CL-MAC exploits the routing information through a cross-layer design approach based on
interaction strategy. In this strategy, CL-MAC interacts with the adjacent routing layer by
using a simple Get/Store mechanism on a common memory storage dedicated to store the

Delay sensitive
local traffic

Application

Transport

i
1
1
Network I}

Store Routing

agent

Get
»( CL-MAC
2

i

! [EEE 802.15.41
! Physical layer|
Delay sensitive L l
1

external traffic B
it R

information
e

Current routing

Fig. 9. CL-MAC : interaction between MAC and network layers

current routing information (see Fig. 9). This mechanism allows the routing agent to write in
common memory information about the next hop forwarding node to which the current
sender must forward a packet. This routing information can be obtained and exploited
thereafter by CL-MAC to carefully perform a cross layering MAC operation. By knowing
the next hop each time it advances in the routing path, CL-MAC can reserve a shared
wireless medium during a time involved in each data communication.

In Fig. 9, we have proposed the IEEE 802.15.4 (IEEE, 2003) standard at the physical layer,
which is dedicated at the origin for Low Rate-WPAN networks, but it is also very adapted
for the WSN because it is designed for low-data-rate, low-power-consumption and low-cost
applications.

3.2 New Data structure for RTS and CTS

Before describing further details about CL-MAC operations, one should be aware that weak
modifications are made in RTS and CTS message structures without violating the IEEE
802.11 standard. The modified message structures of RTS and CTS illustrated by Fig. 10-(a)
and (b) are proposed. The newly added field in RTS is the ‘Next_Node_Adress’, obtained by
the sender’s routing agent, and designates the address of the next node in the routing path
to which packets must be transmitted. The new fields of CTS are ‘Next_Node_Adress” and
‘Sender_Adress’. The ‘Next Node_Adress’ field has the same significance than
‘Next_Node_Adress” of an RTS packet, but it is obtained by the routing agent of the receiver
of the CTS packet. By specifying its address in a ‘Sender_Adress’ field of a sending CTS
message, a node ignores receiving a CTS in which its address is specified as a previous node
address. This change from the sender address to previous address has made in the receiver
of the CTS message.

To make CL-MAC do that in a correct way, the Sink node address is supposed to be aware
at the level of each node of the network in case of a mono-Sink WSN.
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Frame | Duration Previous | Next Sender
RTS node node CRC
control | (NAV) address

address | address

(a) The new RTS frame format in CL-MAC

Frame | Duration Brevious ez Sender
CTS node node CRC
control | (NAV) address

address address

(b) The new CTS frame format in CL-MAC

Fig. 10. Structure of RTS and CTS messages in CL-MAC (. added fields)

However, it is important to note that CTS and RTS messages have identical structure but the
difference is in their interpretation by the receiver node. Thus, if the receiver is:

- next node: the message acts as an RTS sent by the sender.

- previous node: the message acts as a CTS coming from a transmitter as a response to an
RTS.

- any other node: the message controls the behaviour of the node and forces it to switch to
sleep mode.

In a wake-up period, a node continues to listen to the medium for a short period. Two cases
can be considered if the medium is not allocated:

Case 1. The node has urgent data to transmit towards the Sink, then takes immediately
possession of the medium and informs its neighboring nodes of that decision.

Case 2. Node has no data to transmit. In this situation, it turns off its radio in order to avoid
energy dissipation in idle listening and overhearing situations. In this way, the node takes
more time in sleep mode than in S-MAC protocol (2 frame + communication time) and
stays in this mode until the next frame corresponding to the current schedule.

If the medium is allocated in this period, this means that a communication is occurring or
that another node is trying to get medium control. In this case two situations can occur
again:

- Situation 1. Another node tries to transmit packets. Then, the Backoff algorithm (Ignatius,
2006) is used to resolve this contention problem and makes possible for only one node
(elected node) to obtain the control access rights. All other nodes enter sleep mode except
the receiver of the packet which remains awake in order to communicate with the elected
node.

- Situation 2. The node has no data to send. Then, if it is concerned with the current
communication it remains in wake-up mode, otherwise it enters into sleep mode until the
next frame.

A receiver node is identified by the sender which refers to its routing table that contains all
the information related to the path between the sender and the Sink (distance, hops number
of each alternative path, previous node identifier).
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3.3 Algorithm for CL-MAC

Fig. 11 provides a detailed algorithm in order to implement the CL-MAC protocol at the
level of each node. In case of urgent traffic our protocol forces all neighboring nodes, which
are not selected for routing paths, to switch to sleep mode.

Fig. 12 illustrates the temporal behaviour of CL-MAC corresponding to the routing path (S1-
A-B-C-D-E-F-Sink) depicted by Fig. 8. In Fig. 12, the data transferring follows a
unidirectional path from a source node (S1) to the Sink. This node (S1) begins by
transmitting an RTS control packet to its next hop (A). When this control packet has been
successfully received, node (A) replies with a CTS control packet back to sender (S1). All
neighbors of the sender and the receiver turn off their radio to save energy (nodes S1” and A
in Fig. 8) except the next hop of the receiver that stays active (node B in Fig. 8). When
receiver (A) is ready to receive the DATA packet (i.e. after it receives a CTS control packet
from its next hope (B) which is interpreted as an confirmation of the transmission success of
its CTS), sender (S1) exchanges a DATA /ACK packets with it. From node A, the forwarding
process of CTS packets continues between the nodes included in the routing path (nodes B,
C, D in Fig. 8) until reaching the Sink. This process rapidly advances towards de Sink and
aims to reserve nodes belonging to the path by remaining them active and by putting into
sleep mode all corresponding neighbors. The process of exchanging DATA/ACK packets
between active nodes advances and follows the reservation process. To each DATA/ACK
communication corresponds a transmission time during which each neighbor can be
switched into sleep mode for energy saving. For example t1 is a necessary duration during
which node S1 can transmit RTS/CTS/DATA / ACK packets to its next hop A.

The algorithm for CL-MAC, given by Fig. 11, implements at each node these two processes
in addition to a wake-up/sleep mechanism required for energy saving purposes. The idea
behind a sleeping mechanism on which our protocol CL-MAC is based enables to eliminate
all sources of energy waste described in section 1. This makes our protocol suitable to a
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ALGORITHM FOR CL-MAC

1:  Input: Table; /Routing table
2:  Begin
3:  Build-a-neighbor-list (Liste) ;
4:  Synchronize-the-schedule;
5:  Get-routing-table(Table) ; //By recovering routing
//by the routing agent
6:  Labell: Nav = 0;
7. State = WakeUp;
8: ~ Repeat
9: | If There-is-data-to-send and (State = WakeUp) Then
10: If Channel-is-free Then
11: If Other-nodes-want-to-access-to-medium Then
12: Backoff-Procedure-to-resolve-contention-problem;
13: EndIf
14: Destination = Get-destination-from-Table(Table);
15: Send RTS to Destination;
16: State = Wait-for-CTS;
17: Else
18: Put-into-Sleep-mode-and-WakeUp-next-frame ;
Labell ;
19: EndIf
20:| | Else
21: If NOT(Channel-is-free) Then
22: Receive (message);
23: If (message—>destination = ID) Then /
//node of the packet
24: Case Type-of(message) Of
25: ‘RTS’ : Build-and-send (CTYS);
DATA,
26: ‘DATA’ : Build-and-send-to-source (ACK);
27: Rebuild-and-send-DATA-to-next-hop (DATA);
28: State = Wait-for-ACK;
29: ‘ACK’ : Put-into-Sleep-mode ;
30: Goto Labell;
31: ‘CTS’ : If (State = Wait-for-CTS) Then
32: Send (Data); State = Wait-for-ACK;
33: Else If State # Wait-for-DATA Then
34: Rebuild-and-send (CTS)
35: State = Wait-for-DATA ;
36: EndIf
37: EndIf
38: EndCaseOf
39: Else
40: Nav = message—>duration;
41: Put-into-Sleep-mode ; Goto Labell;
42: EndIf
43: Else
44: Put-into-Sleep-mode-and-WakeUp-next-frame; Goto Labell,
45: EndIf
46: | EndIf

47: LUntil (Battery-level < Threshold) ;
48: Fin CL-MAC

Fig. 11. Detailed algorithm for CL-MAC at each sensor node
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Fig. 12. Temporal behaviour of CL-MAC

very large spectrum of applications where the guaranty of the end-to-end delay
transmissions and, at the same time minimum energy expenditure, is very challenging.
Lines 11 and 12 address a case of contention problem when, for example, two RTS control
packets collide in case two source nodes want to transmit a DATA packet at the same time.
If this problem happens, CL-MAC uses a backoff procedure to resolve this problem.

There are different ways to deal with a sleep schedule in the algorithm:

- Sleep schedule after the reception of an ACK control packet (line 29) resulting from a
success of the DATA transmission. After a sleeping period, a node wake-up according to a
current sleep schedule.

- Sleep schedule indicated by NAV of a neighbor node not included in the urgent routing
path (line 41).

- Finally, sleep schedule of each node not concerned by the urgent communication and
that has nothing to send (line 44). In this case, the waking up is planned to be happen
according to the current sleep schedule.

Each sensor node executes the CL-MAC algorithm as long as the battery level does not reach
a threshold.

3.4 Advantages of CL-MAC

Fig. 13 and 14 illustrate the main advantage of the CL-MAC protocol comparing to others
MAC-protocols like S-S MAC and MAC-CROSS.

As explained above, in the S-MAC protocol, a frame is divided into two fixed periods: one
for a listening which causes a useless loss of energy consumption and another for sleeping.
In the listening period, the control messages CTS/RTS are exchanged. The CSMA/CA
mechanism is used for packet transmission in order to announce to a source node the next
data transmission: for example, source node A in Fig. 13. It is clear that a node like B’, not
concerned by the communication (between nodes A and B), must enter into sleep mode
during all the communication time or after, according to the listening period fixed by the
protocol. Just after the end of the communication, node B can starts another communication

www.intechopen.com



196

Petri Nets: Applications

without waiting until the expiration of sleep period, e.g. waiting for the next frame. This
was adopted for designing an adaptive S-MAC protocol. In each frame, the MAC-CROSS

, Lost time
Ti
Node A’ :
A | A A
Node A Dat : Dat I Dat
]
AcCY 1 A al
Node B* N
v : v chs ¢ *
Node C : 1 | [ata
; v v
~ Wake-up %é'fi'éd Wake-up Wake-up Z Speriod
(a) Basic S-MAC (b) MAC-CROSS (c)

[1 Sleep period
[ 1 Wake-Up

Fig. 13. Main functionalities of S-MAC (a) MAC-CROSS (b) and CL-MAC (c)
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Fig. 14. Main advantages of CL-MAC protocol
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protocol enables the exchange of RTS/CTS/DATA/ACK messages between three consecutive
nodes using routing information obtained from the routing agent in network layer, while
the CL-MAC does the exchange of the same messages but only at the beginning of each
frame. Then, the third node transmits however directly the received CTS to the next node in
the path. This CTS message is interpreted in case of CL-MAC by a receiver node as a RTS of
normally the next frame in MAC-CROSS protocol, for each routing node to another in the
path until arriving to the Sink during the same frame. This allows all nodes belonging to the
routing path to remain active (or reserved) until each node transmits successfully data
packets to the next node. Just after transmitting these data packets, the node either enters
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into sleep mode or prepares to begin a new transmission frame as a new source if it has data
to send.

3.5 Other details about CL-MAC

Several aspects of CL-MAC must be studied for showing all of its advantages. Among these
aspects, lies the problem of the fragility of the path being reserved for a long time (long
frame) and the coexistence of several urgent paths sharing a routing path. We address these
two aspects in the following, with illustrations through some scenarios.

Reservation and release of the routing path: Fig. 15 illustrates that the nodes of the routing path
reserved for the transmission of data packet (for example nodes S1, A, B) are released when
the urgent traffic advances by three hops. They can therefore participate in other
communications without waiting until the communication completely finishes between S1
and the Sink. For example, node A' can accept a traffic transmitted by one of its neighbors to
relay it to another node, whereas the data packet transmitted by S1 did not reach a Sink yet
(it is received by node E in Fig. 15). This shows that the routing path cannot be reserved for
long time (long frame) when CL-MAC is applied and therefore the problem of the fragility
of the path is consequently excluded.

| Sink

Fig. 15. Reservation and release of the routing path in CL-MAC

Coexistence of several urgent paths: as depicted in Fig. 16, a new urgent path which starts from
S5 towards the Sink may include nodes E and F that can be reserved to be used in an
another urgent path starting from S1. The reservation of the path S1-A-B-C-D-E-F-Sink (S1-
Sink for short) is in progress and before the CTS packet reaches the node E, S5 transmits RTS
packet to node E that means it initiates a new communication towards the Sink. In this case,
the path S1-Sink may be blocked at the level of node C, because its neighbor D (next hop)
can be in sleep mode when node C wishes to communicate with it. This can be accepted in
the context of typical applications in which a nearest urgent event can be detected and
received before another urgent event far away which was started in the first place. The
nearest event (detection of forest fire in our example such as sudden temperature rise) will
immediately produce an alarm at the Sink for a fast intervention in the suspected nearest
location, but also for dispatching, for example, a team to check the situation in all the sensed
area. By doing this, the event far away will be detected even if the urgent message related to
it can not be reached by the Sink.
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4. Modeling CL-MAC protocol

In order to formally prove the correct operation of our protocol, it is important to model it in

® @ )
ok

In this new urgent path
starting from S5, CL-MAC is
used at MAC layer

Fig. 16. Case of coexistence of two delay sensitive paths: S1-A-B-C-D-E-F-Sink and S5-E-F-
Sink

a convenient mathematical model according to its specifications. The introduction of time
Petri nets (Merlin, 1974; Berthomieu & Menasche, 1983) is motivated by their ability to
model easily temporal constraints and the existence of a TiNA analyser tool for properties
verification. Time Petri nets or TPN for short are a convenient model for real time systems
and communication protocols (Berthomieu & Diaz, 1991).

TPN extend Petri nets by associating two values (min, max) of time (temporal interval) to
each transition. The value min (min > 0), is the minimal time that must elapse, starting from
the time at which transition f is enabled until this transition can fire and max (0 < max < ),
denotes the maximum time during which transition f can be enabled without being fired.
Times min and max, for transition ¢, are relative to the moment at which f is enabled. If
transition t has been enabled at time a, then t cannot fire before a + min and must fire before
or at time a + max, unless it is disabled before its firing by the firing of another transition.
Fig. 17 depicts the time Petri net model of CL-MAC protocol. The values in the intervals
associated to transitions refers to relative time of transmitting packets (RTS, CTS, DATA,
ACK) according to IEEE 802.11 standard (IEEE Std, 1999) and respected by our proposal.

4.1 Model hypotheses

The hypotheses on the behaviour of CL-MAC are as follows: we assume that DIFS duration
= SIFS duration = 1 time unit, Control messages RTS, CTS and ACK consume 3 time units,
DATA requires 10 time units for its transmission. Initially, only the places p1, p§, p14 and
p17 are marked by one token.

4.2 Model explanation

The meanings of the transitions are given in Table 1. In Fig. 17, the sender part, modelling
the node wishing to forward a packet to the Sink, is described by four transitions specifying
the node behaviour: t1 and #2 to send RTS and DATA packets respectively at precise
moments. These moments are indicated by the intervals associated with the transitions (an
RTS packet is sent after a DIFS and DATA packet is sent after having received a CTS within
3 to 4 units of time, this is represented by the temporal interval associated to transition £2).
Transition ¢3 allows node to enter into sleep mode after having received the ACK, whereas
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t4 allows the token to remain in the place p19 (sleep state), time needed before beginning the
next communication.

The Receiver part reacts to packets transmitted by the network part. The transition t5,
generating the CTS control packet, is activated once the token, coming from the firing of
transition t1, takes place in p2. It is allowed to fire at the moment 3 < t < 4 (time for the
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Fig. 17. Time Petri net model for CL-MAC protocol: columns represent temporal behaviour
and lines represent spatial behaviour

Transition Meanings
t1 Transmission of RTS packet in unicast mode but the nature of the medium acts as broadcast
2 Transmission of DATA packet in unicast mode
t3 Sender node enters sleep mode
t4 Awakening of the sender to start a new frame
t5 Transmission of CTS packet in multicast mode by the receiver
t6 Transmission of ACK packet in unicast mode after receiving DATA packet
t7 Switching to sleep mode of the receiver after achieving his communication (frame)
t8 Entering sleep mode of neighbor node not concerned by the current communication
t9 Awakening of neighbor node not concerned by the current communication after the last one
ends
t10 Transmission of CTS packet by the next node
tl1 Transmission of DATA packet by the receiver to the next node
t12 Entering sleep mode of the next node

Table 1. Model transitions and their corresponding explanation
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reception of RTS + SIFS time: 3, 3+1). In the same way, the transition 6, models the
transmission of an ACK control packet after receiving DATA packet.

The Network part is modelled by two transitions t8 and t9 and a set of places {p2, p5, p6, p7,
p17, p18}. The places p2, p5, p6 and p7 respectively represent the propagation of RTS, CTS,
DATA and ACK packets in the wireless medium.

The part formed by the two transitions ¢8, t9 and the places p17, p18 models the vicinity of
the sender and that of the receiver. A node which wakes up (a token in the place p17) and
receives a packet which is not intended to it, immediately returns into sleep mode. This
explains the labelling of the transition t§ by the interval [0, 0]. The transition t9 plays the role
of t4 for the neighbor.

5. Validation of CL-MAC protocol

The TPN proposed for CL-MAC has been validated by the TINA tool software (Berthomieu
& Vernadat, 2006; Berthomieu et al., 2004; http;//www.laas.fr/tina). In this section, a brief
presentation of the TINA tool is introduced. The obtained results analysis are also given.

5.1 Presentation of the TINA tool

Tina (TIme Petri Net Analyzer) is a software environment to edit and analyze Petri Nets and
Time Petri Nets. It is developed and maintained by a group of researchers of the
LAAS/CNRS laboratory at Toulouse University - France (http;//www.laas.fr). TINA is a
powerful tool which allows the checking of many aspects of Petri Nets (bounded, deadlock,
re-initialization). It is based on the intrinsic properties of Petri Nets and proposes in
particular a functionality of formal validation which brings the mathematical proof that the
studied property is checked with a confidence degree of 100%. The functionalities of TINA
allow a temporal study of a TPN model based on the reachability analysis method for usual
Petri nets. Before using TINA, other software tools in connection with Petri Nets were
investigated, in particular HPSim (http:/fwww.winpesim.de) and ARP
(httpfwww.ppgia.pucpr.br/~maziero/doku.php/software:arp_tool). However, TINA was chosen
for its capacities for TPN formal analysis.

Tina accepts input in graphical or textual formats, including PNML (an XML based
exchange format for Petri nets).Transition system outputs can be produced for external
checkers in a number of textual or binary formats.

5.2 Results analysis

TINA allowed us to validate the following properties of our CL-MAC TPN model:
Boundedness property: this property relates to the finite number of tokens in each place of a
TPN for any marking reachable from an initial marking. A TPN is said to be safe if it is 1-
bounded. This aspect must be checked in the first place. Otherwise the formal checking of
others properties does not have any significance. The not bounded property is characterized
by an infinite number of tokens in at least one place among other places of the TPN. In this
case, we notice that the model diverges or the implemented system will require an
abnormally high quantity of resources (memory, CPU time, etc).

Liveness property: this property allows the detection of portions of died code, i.e. the absence
of liveness of some places and/or the blocking of some transitions from TPN, for any initial
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and accessible marking from the network. The absence of liveness makes it possible to

highlight portions of code which are never performed (thus to detect the modelling errors)

and situations where the system modelled is likely to be blocked.

Reversibility property: the system re-initialisation supposes that the system finds its initial

state (initial marking) on the basis of any other state during its operation. This property is

fundamental to validate automata based systems which present a cyclic operation.

These three properties of our model have been successfully validated by TINA. In the

following, we present the classes generated by the TINA tool and the reachability graph

formed by these classes. From these results, the validation of these properties has been

proved.

Classes: the following classes (CO to C18) are generated by TiNA tool during the analysis

phase:

classO0  plpldpl7p8, 0<=tl<=1

class1  pl14pl7°2 p2 p3p8, 3 <=t5<=4,0<=t8§<=0

class 2 p14 p18 p2 p3 p8, 3 <=t5<=4,22 <=t9<=23

class 3 p13p14 p18p3 p5p9, 3 <=12<=4,18 <=19<=20,3 <=1t10<=4

class4 pl0pl5pl8p3p5p9, 0<=t2<=1,14<=t9<=1712-19<=~14

class5 p10pl5 p18 p4 p6 p9, 10 <=t6 <=11, 14 <=t9<=17

class6  pl0pllpl5pl8pdp7p9, 0<=tl1<=1,0<=13<=0,3<=t9<=7

class 7 pl5pl6 pl8p4 p7 p9, 10<=112<=11,0<=13<=0,3<=19<=7

class 8  pl5pl6 p18p19p9, 10<=1t12<=11,22<=1t4<=23,3<=19<=7

class 9 pl15p16 p17 p19p9, 3 <=1t12 <=8, 15 <=1t4 <= 20, t12 - t4 <= ~11, t4 - t12 <= 13

class 10 p12 p14 p17 p19p9, 11 <=1t4<=13,0<=1t7<=0

class 11 p14 p17 p19 p8, 11 <=t4 <=13

class 12 p10 p11 p15 p18 p19p9, 0 <=t11<=1,22<=14<=23,3<=1t9<=7

class 13 p15 p16 p18 p19p9, 10 <=112<=11,21 <=14<=23,2<=19<=7,14-19<=20, t9 - t4

<=~15

class 14 p15p16 p17 p19 p9, 3 <=112 <=9, 15 <=t4 <= 20, t12 - t4 <= ~10, t4 - t12 <=13

class 15 p12 p14 p17 p19p9, 10 <=t4<=13,0<=1t7<=0

class 16 p14 p17 p19 p8§, 10 <= t4 <=13

class 17 p13 pl4 p18 p4 p6 p9,0<=110<=1,10<=1t6<=11,14 <=19<=17,t10- t9 <= ~14

class 18 pl0pl5 pl8 pd p6 p9, 9<=1t6<=11,14<=19<=17,19-t6 <=7

These classes represent the chronological temporal behavior of CL-MAC by using the firing

mechanism of the corresponding time Petri net.

- Reachability graph: Fig. 18 depicts the reachability class graph of time Petri net

representing the previous classes. This analysis reveals that the CL-MAC protocol has

effectively the good properties previously mentioned:

e Liveness: the net is deadlock freeness and each transition is always able to be fire
infinitely.

e  Boundedness: the number of tokens in every place is limited to one token except the
place p17 that is 2-bounded.

e  Reversibility: the return of the TPN to its initial state shows that the CL-MAC TPN
model is reversible (able to be reinitialized).

Fig. 19 summarizes some results given by Net Draw Control of the TiNA tool.
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6. Evaluation of the CL-MAC protocol

Performance evaluation of our protocol includes some metrics such as energy and latency
which must be provided in some typical applications as metrics of performance. Because of
the lack in practice of simulation tools dedicated to Cross-layering design approach based
protocols, we have developed our home simulator software using the C++ Builder
programming language. Using this software, we have implemented and compared the
CL- MAC protocol described by the algorithm given by Fig. 11 with the MAC-CROSS and S-

LIVENESS ANALYSIS
Possibly live

0 dead classe(s), 19 live classe(s)

0 dead transition(s), 12 live transition(s)

STRONG CONNECTED COMPONENTS:
0:01234567891011121314151617 18

SCC GRAPH:

0 ->t1/0, t8/0, t5/0, t10/0, t2/0, t6/0, t11/0, t3/0, t9/0, t12/0, t7/0,
t4/0

0.000s

Fig. 18. Reachability class graph Fig. 19. Analysis results given by TiNA tool

MAC protocols presented above. This comparison is justified by the fact that : in one hand
MAC-CROSS is considered as a basis of our work and in the other hand S-MAC is regarded
as a reference chosen by the community of researchers for studying energy efficient MAC
layer issues for WSN. All experimentations have been performed according to the scenario
given by Fig. 9 in which one or several sources transmit delay sensitive traffic towards the
Sink.

6.1 Simulation Environment

An example of deployed WSN network generated by our simulator and used for CL-MAC
evaluation is illustrated by Fig. 20 and simulation parameters are summarized in Table 2.
The latency (n second) used in our experimentations is defined as an elapsed time between
the time of message sending by a source node and the time of arrival of this message to the
final destination (Sink). In order to compute the energy consumed during each data
transmission from the source node to the Sink, we have used a first order energy model
introduced by Heinzelman et al. (2000).
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6.2 Performances analysis
The aim of simulation is to analyze the effect of the variation of some parameters such as the
number of data sources, density and hop number on CL-MAC, MAC-CROSS and S-MAC
behaviour in terms of dissipated total energy and latency in the network. Fig. 21 shows that
if the number of data sources increases in the network, the total energy consumed by MAC-
CROSS and S-MAC increases more quickly than that consumed by CL-MAC. But, more than
43 active data sources simultaneously relative to MAC-CROSS and 46 relative to S-MAC,
make our protocol consuming more energy. This can be explained by the fact that each time
a data source is added to the network, more nodes will be mobilized to remain in
T .
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Fig. 20. Example of WSN
into two windows: the top window for CL-MAC and the bottom window for S-MAC, the
left part of the screen is reserved for simulation traces.

Parameter Type

Test Value

Number of sensor nodes (in the
same deployment space)

Changes  according  to
evaluation example

the

Number of Sink 01

RTS/CTS Message size 118 bits
ACK message size 112 bits
Data message size 800 bits
Throughput 8 bits/us

Table 2. Simulation parameters

active state (thus their duty cycle increases) in order to participate in routing paths as
intermediate nodes. Thus, there will be fewer nodes in sleep state (but the effectiveness of
our protocol is based on its ability to put into sleep mode any node in the vicinity not
concerned by the routing operation). On the other hand, S-MAC has the capability to put
into sleep mode each sensor node for a half cycle independently of the number of source
nodes. Therefore, no changes will be made in the node’s duty cycle. MAC-CROSS behaves
like S-MAC when traffic loads are heavy, except that MAC-CROSS begins a new frame after
each two successive hops.
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Fig. 21. Energy consumption vs the number of data sources with 60 deployed nodes

In the experimentation producing the results of Fig. 22, we have varied the density of the
network in a fixed deployment space and we have chosen a delay sensitive data source
located at 10 hops far from the Sink. The data source sends data packets to the Sink on the
routing path. Because the number of neighbors of each node belonging to the path is
variable, we have chosen the average number of these neighbours in numerical evaluation
of total energy consumed by the network. In Fig. 22, CL-MAC always maintains its best
performance as a protocol with a minimum energy consumption compared to MAC-CROSS
and S-MAC. The latter consume more energy if the network size increases.
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Fig. 22. Energy consumption in case of varying the network density

Fig. 23 shows well that latency increases quickly in the case of CL-MAC when a new source
node of urgent traffic is added to the number of nodes already in communication. On the
other hand we note, for a given number of sources lower than 3 relative to MAC-CROSS
and 4 relative to S-MAC, that CL-MAC records latency was better than MAC-ROSS’s and
S-MAC’s. This can be explained by the nature of the progressively generated urgent paths.
Indeed, in the presence of not disjoint paths (paths having at least one intermediate node in
common), the CL-MAC protocol leaves in active mode only one node included in a routing
path and puts the remainder of neighbor nodes into sleep mode. However, if this active
node is included in several routing paths, then the only path, which will be operational, is
the one that will have possession of this active node. The other paths will be delayed until
the current routing step at this active node is finished. More precisely, the neighboring
nodes of the active node, that have been included in other routing paths, will be found in
sleep mode at the moment when the nodes, which precede them in their
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Fig. 23. Latency vs number of data sources with 150 deployed nodes and hop number=10

corresponding paths, want to transmit a message to them. It is consequently clear that in the
case of disjoint paths that have no common neighbors, CL-MAC maintains its performances.
However, the guaranty of the presence of these disjoint paths in the network from many
sources is in practice a very challenging issue. We can see again that MAC-CROSS converge
to S-MAC when this number of data sources is greater than 14. This is due, as we said
previously, to the fact that when traffic loads are heavy, MAC-CROSS behaves like S-MAC.
The results of Fig. 24 are obtained by carrying out 5 transmissions of data packets for each
hop where the resulting average value is considered. We note in this figure that each time a
sensor node moves away from the Sink, the CL-MAC protocol records a better latency
compared to MAC-CROSS and S-MAC. Indeed, while moving away from the Sink, the
routing path will contain more sensor nodes participating in the routing operation.
Therefore, according to the strategy on which is founded CL-MAC, there will be more
potential sensor nodes able to switch into sleep mode. This explains the gain in term of
latency in presence obviously of only one routing path at a given time.
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Fig. 24. Latency vs hop number with 60 deployed nodes

7. Conclusion and future work

In this chapter, we have proposed a novel energy efficient and low latency MAC protocol
for delay sensitive traffic in WSN using a Cross layer optimization approach, named CL-
MAC. In order to prove the correctness of its operation, we have modelled it using time
Petri nets and some related properties like liveness, boundedness and reversibility have
been validated analytically using the TiNA tool. Various experiments that we have
performed show that CL-MAC outperforms MAC-CROSS and S-MAC in term of energy
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saving and low latency in the following cases: 1) when the data source is far from the Sink,
and 2) when, at a given time, the number of data sources is low. However, CL-MAC
described in this chapter acts to enable energy saving and low latency in each urgent path
only. But in default operation mode (absence of delay sensitive traffic) nodes must use an
adequate MAC protocol to deliver a normal traffic (for example the ambient temperature
measured periodically) from sources to the Sink using best effort paths. CL-MAC must be
extended to take into account this second kind of traffic. We propose as future work an
Adaptive Cross-Layer MAC protocol (ACL-MAC) that could be able to differentiate and
manage these two types of traffic.
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