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1. Introduction

In recent years, Human Activity Recognition (HAR) has evoked considerable interest in
various research areas due to its potential use in proactive computing (Robertson & Reid,
2006; Niu & Abdel-Mottaleb, 2004; Niu & Abdel-Mottaleb, 2006). Proactive computing is a
technology that proactively anticipates peoples’ necessity in situations such as health-care or
life-care and takes appropriate actions on their behalf. A system capable of recognizing
various human activities has many important applications such as automated surveillance
systems, human computer interaction, and smart home healthcare systems. The most
common method for activity recognition so far is based on video images from which
features are extracted and compare with the pre-defined activity features. Hence, effective
feature extraction, modeling, learning, and recognition technology play vital roles in a HAR
system.

In general, binary silhouettes (i.e., binary shapes or contours) of various human activities are
commonly employed to represent different human activities (Niu & Abdel-Mottaleb, 2004;
Niu & Abdel-Mottaleb, 2006; Yamato et al., 1992). In (Niu & Abdel-Mottaleb, 2004) and (Niu
& Abdel-Mottaleb, 2006), Principal Component (PC) of binary silhouette features were
applied for view invariant human activity recognition. In (Yamato et al., 1992), 2-D mesh
features of binary silhouettes extracted from video frames were used to recognize several
tennis activities in time sequential images. In (Cohen & Lim, 2003), the authors used a view
independent approach utilizing 2-D silhouettes captured by multiple cameras and 3-D
silhouette descriptions with Support Vector Machine (SVM) for recognition. In (Carlsson &
Sullivan, 2002), a silhouette matching key frame based approach was proposed to recognize
forehand and backhand strokes from tennis video clips. In addition to the binary silhouette
features, motion features have also been used in HAR (Ben-Arie et al., 2002; Nakata, 2006;
Niu & Abdel-Mottaleb, 2004; Niu & Abdel-Mottaleb, 2006; Robertson & Reid, 2006; Sun et
al., 2002). In (Ben-Arie et al., 2002), the authors proposed multi-dimensional indexing to
recognize different actions represented by velocity vectors of major body parts. In (Nakata,
2006), the authors applied the Burt-Anderson pyramid to extract useful features consisting
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of multi-resolutional optical flows to recognize human activities. In (Niu & Abdel-Mottaleb,
2004) and (Niu & Abdel-Mottaleb, 2006), the authors augmented the optical flow motion
features with the PC-based binary silhouette features to recognize different activities. In
(Robertson & Reid, 2006), the authors described human action with trajectory information
(i.e., position and velocity) and a set of local motion descriptors. In (Sun et al., 2002), the
authors used affine motion parameters and optical flow for activity recognition.

Regarding fore-mentioned features so far, the most common feature extraction technique
applied in video-based human activity recognition is Principal Component Analysis (PCA)
(Niu & Abdel-Mottaleb, 2004; Niu & Abdel-Mottaleb, 2006). PCA is an unsupervised second
order statistical approach to find useful basis for data representation. It finds PCs at the
optimally reduced dimension of the input. For human activity recognition, it focuses on the
global information of the binary silhouettes, which has been actively applied. However,
PCA is only limited to second order statistical analysis, allowing upto decorrelation of data.
Lately, a higher order statistical method called Independent Component Analysis (ICA) is
being actively exploited in the face recognition area (Bartlett et al., 2002; Kwak & Pedrycz,
2007; Yang et al., 2005) and has shown superior performance over PCA. It has also been
utilized successfully in other fields such as speech recognition (Kwon & Lee, 2004) and
functional magnetic resonance imaging signals (Mckeown et al., 1998) but rarely on HAR.
Various pattern classification techniques are applied on the features in the reduced
dimensional space for recognition from the time sequential events. Among them, Hidden
Markov Models (HMM) have been used effectively in many works (Nakata, 2006; Niu &
Abdel-Mottaleb, 2006; Niu & Abdel-Mottaleb, 2004; Sun et al., 2002; Yamato et al., 1992). In
(Nakata, 2006) and (Sun et al., 2002), the authors utilized optical flows to build HMMs for
recognition. In (Niu & Abdel-Mottaleb, 2004) and (Niu & Abdel-Mottaleb, 2006), the authors
applied binary silhouette and optical flow motion features in combination with HMM. In
(Yamato et al., 1992), the binary silhouettes were employed to develop distinct HMMs for
different activities.

In this chapter, we present a novel approach utilizing independent binary silhouette-
component and HMM for HAR (Uddin et al., 2008a; Uddin et al., 2008b). ICA is used for the
first time on the activity silhouettes obtained from the activity video to extract the local
features rather than global features produced by PCA. With the extracted features, HMM, a
strong probabilistic tool to encode the time sequential information is employed to train and
recognize different human activities from video. The IC-feature based approach shows
better performance in recognition over PC features. In addition, the IC-features are further
enhanced by Linear Discriminant Analysis (LDA) by finding out the underlying space that
better discriminates the features of different activities, which leads further improvement in
the recognition rate of HAR.

2. Methodology of the HMM-based Recognition System

Our recognition system consists of binary silhouette extraction, feature extraction, vector
quantization, modeling, and recognition via HMM. The feature extraction is done over the
extracted silhouettes from the activity video frames. The extracted features are then vector
quantized by means of vector quantization to generate discrete symbol sequences for HMM
for training and recognition. Fig. 1 shows the basic procedures of the silhouette feature-
based activity recognition system using HMM.
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Fig. 1. Silhouette-based human activity recognition system using HMM.

2.1. Silhouette Extraction

A simple Gaussian probability distribution function is used to remove background from a
recent frame and to extract a Region of Interest (ROI). To extract the ROI, the background
subtracted difference image is converted to binary using a threshold that is experimentally
determined on the basis of subtraction result. Fig. 2 shows a generation of ROI from a
sample frame and Fig. 3 a couple of sequences of generalized ROIs for walking and running.

(©)
Fig. 2. (a) A Background image, (b) a frame from a walking sequence, and (c) a ROI
indicated with the rectangle.
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Fig. 3. Generalized ROlIs or silhouettes from image sequences of (a) walking and (b) running.

To apply feature extraction on human activity binary silhouettes, every normalized ROI
image is represented as a row vector in a raster scan fashion where the dimension of the
vector is equal to the number of pixels in the entire image. Some preprocessing steps are

www.intechopen.com



252 New Developments in Biomedical Engineering

necessary before applying a feature extraction algorithm on the images. The first
preprocessing step is to make all the training vectors as zero mean. Then the feature
extraction algorithm is applied on the zero mean input vectors.

2.2. Feature Extraction Using PCA

PCA is a popular method to approximate original data in the lower dimensional feature
space. The fundamental approach is to compute the eigenvectors of the covariance data
matrix O and then approximation is done using the linear combination of top eigenvectors.
The covariance matrix of the sample training image vectors and the PCs of the covariance
matrix can be calculated respectively as

1E - =7
Q=TZ(X,-X[) (1)
ETQE = A )

where E represents the matrix of orthonormal eigenvectors and A diagonal matrix of the
eigenvalues. E reflects the original coordinate system onto the eigenvectors where the
eigenvector corresponding to the largest eigenvalue indicates the axis of largest variance
and the next largest one is the orthogonal axis of largest one indicating second largest
variance and so on. Usually, the eigenvalues that are close to zero values carry negligible
variance and hence can be excluded. So, the several m eigenvectors corresponding to the
largest eigenvalues can be used to define the subspace. Thus the full dimensional silhouette
image vectors can be easily represented in the reduced dimension.

However, PCA is a second order statistics-based analysis to represent global information
such as average faces or eigenfaces in the case of face recognition. After applying PCA on
human silhouettes of different activities, it produces global features representing frequently
moving parts of human body in all activities. Fig. 4 shows 30 basis images after PCA is
applied on 600 images of four activities: namely walking, running, right hand waving, and
both hand waving. The basis images are the resized form of eigenvectors and normalized in
gray scale. Fig. 5 shows top 150 eigenvalues corresponding to the first 150 eigenvectors
where 600 silhouette image vectors are considered for PCA.
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Fig. 4. Thirty PCs of all the images of the four activities.
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Fig. 5. Hundred and fifty top eigenvalues of the training silhouette images of the four
activities.

2.3. Feature Extraction Using ICA

ICA finds the statistically independent basis images. The basic idea of ICA is to represent a
set of random observed variables using basis function where the components are
statistically independent. If S is collection of basis images and X is collection of input

images then the relation between X and S is modeled as
X =MS 3)

where M represents an unknown linear mixing matrix of full rank.
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An ICA algorithm learns the weight matrix W, which is inverse of mixing matrix M. W is
used to recover a set of independent basis images S. The ICA basis image focuses on local
feature information rather than global information as in PCA. ICA basis images show the
local features of the movements in activity such as open or closed legs for running. Fig. 6
shows 30 ICA basis images for all activities. Before applying ICA, PCA is used to reduce the

dimension of the image data. ICA is performed on E,, as follows.

S =WE) (4)
En=w"'s (5)
X, =vw's (6)

where V is projection of the images X on E, and X, the reconstructed original images. The

independent component representation /; of " silhouette vector X, from an activity

image sequence can be expressed as

I, =X,E W 7)

i

Fig. 6. Thirty ICs of all the images of the four activities.

2.4. Feature Extraction Using LDA on the IC Features
LDA produces an optimal linear discriminant function which maps the input into the
classification space based on which the class identification of the samples can be decided
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(Kwak & Pedrycz, 2007). The within scatter matrix, Sy and the between scatter matrix, Sz are
computed by the following equations:

Sy :2Gi(;i_;)(;i_;)r 8)
Sy = Z Z (m, _m_i)(mk _m_,-)T )

. . +th . . .
where G is the number of vectors in " class G. ¢ is the number of classes and in our case, it

represents the number of activities. m represents the mean of all vectors, 7; the mean of

the class G and m; the vector of a specific class. The optimal discrimination matrix D;p, is
chosen from the maximization of ratio of the determinant of the between and within class
scatter matrix as

|75, D|

D,,, =arg mgxm
w

(10)

where D,,, is the set of discriminant vectors of Sy and S corresponding to the (-1 largest

generalized eigenvalues 4 and can be obtained via solving
Syd, =4,8,d,. (11)

The LDA algorithm looks for the vectors in the underlying space to create the best
discrimination among different classes. Thus the extracted ICA representations of the binary
silhouettes of different activities can be extended by LDA. The feature vectors using LDA on
the IC features can be represented as

F, = ]iDLTDA‘ (12)

Fig. 7 shows the 3-D representation of the binary silhouette features after applying on three
ICs that are chosen on the basis of top kurtosis values. Fig. 8 demonstrates the 3-D plot of
LDA on the IC features of the silhouettes of four classes where 150 ICs are taken. Fig. 8
shows a good separation among the representation of the silhouettes of different classes.
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Fig. 7. 3-D plot of the IC features of 600 silhouettes of the four activities.
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Fig. 8. 3-D plot of the LDA on the IC features of 600 silhouettes of the four activities.

2.5. Vector Quantization

We symbolize the feature vectors before applying them to train or recognize by HMM. An
efficient codebook of vectors can be generated using vector quantization from the training
vectors. In our experiment, we have used two vector quantization algorithms: namely
ordinary K-means clustering (Kanungu et al.,, 2000) and Linde, Buzo, and Gray (LBG)’s
clustering algorithm (Linde et al., 1980). In both of them, first initial selection of centroids is
obtained. In the case of K-means clustering, until a convergence criterion is met, for every
sample it seeks the nearest centroid, assign the sample to the cluster, and compute the center
of that cluster again. However, in the case of LBG, recomputation is done after assigning all
samples to new clusters. In LBG, initialization is done by splitting the centroid of whole
dataset. It starts with the codebook size of one and recursively splits into two codewords.
After splitting, optimization of the centroids is done to reduce the distortion. Since it follows
the binary splitting method, the size of the codebook must be power of two. In the case of K-
means, the overall performance varies due to the selection of the initial random centroids.
On the contrary, LBG starts from splitting the centroid of entire dataset, thus there is less
variation in its performance.

www.intechopen.com



Silhouette-based Human Activity Recognition Using Independent
Component Analysis, Linear Discriminant Analysis and Hidden Markov Model 257

When a codebook is designed, the index numbers of the codewords are used as symbols to
apply on HMM. As long as a feature vector is available then index number of the closest
codeword from the codebook is the symbol for that replace. Hence every silhouette image is
going to be assigned a symbol. If there are K image sequences of 7' length then there will
be K sequences of T' length symbols. The symbols are the observations, O. Fig. 9 shows
the codebook generation and symbol selection from the codebook using the IC features.

Silhouette LDA projection
All silhouette LDA on the Dl vector froma | of the IC feature
vectors from IC features N clip F=X, Ew! DLTDA
the training ofall [ Discriminant F
~ ilh Vectors i
clips X silhouettes
* Compare with all
LDA Pick a codebook vectors and
< LBG/K- - symbol < select one with the
Codebook means | F=z WicaDip minimum distance

(@) (b)

Fig. 9. Steps for (a) codebook generation and (b) symbol selection using LDA on the IC
features.

2.6. HMM for Activity Modeling, Training, and Recognition

HMM has been applied extensively to solve a large number of problems including speech
recognition (Lawrence & Rabiner, 1989). It has been adopted in the human activity research
field as well in (Niu & Abdel-Mottaleb, 2004; Niu & Abdel-Mottaleb, 2006; Yamato et al.,
1992; Nakata, 2006; Sun et al., 2002). Once human activities are represented in features then
HMM can be applied effectively for human activity recognition as it is a most suitable
technique for recognizing time sequential feature information. Silhouette features are
converted to a sequence of symbols that are corresponding to the codewords of the
codebook obtained by vector quantization. In learning HMM, the symbol sequences
obtained from the training image sequences of distinct activity are used to optimize the
corresponding HMM. Each activity is represented by a distinct HMM. In recognition, the
symbol sequence is applied to all HMMs and one is chosen that gives the highest likelihood.
An HMM is a collection of finite states connected by transitions. Every state is characterized
by two types of probabilities: namely transition probability and symbol observation

—

probability. A generic HMM can be expressed as H = {Z,7,4,B} where = denotes possible
states, 7 the initial probability of the states, 4 the transition probability matrix between
hidden states where state transition probability a;, represents the probability of changing
state from i to j, and B observation symbols’ probability from every state where the
probability b,(0) indicates the probability of observing the symbols O from state j . If the
number of activities is N then there will be a dictionary (H ,H,,..,H,) of N trained

models. We used the Baum-Welch algorithm for HMM parameter estimation (Iwai et al.,
1997) according to (13) to (16).
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a, (Dab (O ), (J)

£ (i, )) =
’ L 13
S @ (hab (0 )F.,()) (13)
[(D)ab (0, )B  ())
£ (1, j) = —— / ”
> > a (iya,b (0, )B. ()
D)
a, =———— (15)

Z 7, (i)
Z 7.(J)

b (d) = (16
2 7.
where &, (7, j) is the probability of staying in a state i at time ¢ and a state j at time

t+1. 7,(i) represents the probability of staying in the state i at time ¢. & and f are

the forward and backward variables respectively. @; represents the estimated transition

probability from the state i to the state j and b;(d) the estimated observation probability

of symbol d from the state j. ¢ is the number of states in the model.

Four-state left-to-right HMM was chosen for each activity. In the case of observation matrix
B, the possible number of observations from every state is the number of codebook vectors.
Fig. 10 shows the transition probabilities of a walking HMM before and after training with
the codebook size of 32. To test a sequence O, the appropriate HMM is one that gives the

highest likelihood. The likelihood of the sequence O at time ¢ for an HMM H can be
represented as

q

PO H)=) a,li. (17)

i=1

www.intechopen.com



Silhouette-based Human Activity Recognition Using Independent
Component Analysis, Linear Discriminant Analysis and Hidden Markov Model 259

(b)
Fig. 10. A walking HMM (a) before and (b) after training.

3. Experiments and Discussion

In our silhouette-based recognition approaches, we used two different kinds of inputs:
namely binary (Uddin et al.,, 2008a) and depth (Uddin et al., 2008b). The binary silhouette
pixels contain a flat distribution of the intensity (i.e., 0 or 1). On the contrary, the depth
silhouette contains variable pixel intensity distribution based on the distance of human body
parts to the camera.

3.1. Recognition Using Binary Silhouettes

We recognized four activities using the IC features of the binary silhouettes through HMM:
namely walking, running, right hand waving, and both hand waving. Every sequence
consisted of 10 images. A total of 15 sequences from each activity were used to build the
feature space. Thus, the whole database consisted of a total of 600 images. After applying
ICA and PCA, 150 features were taken in the feature space.

We further extended the IC features by LDA for more robust feature representation. Thus,
several tests were performed with different features using LBG with the codebook size of 32
where LDA on the IC features showed superior recognition rate. A total of 160 sequences
were used for testing the models. Table 1 lists the recognition results using the different
features: namely PCA, LDA on the PC features, ICA, and LDA on the IC features.
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Approach Activity Recognition Mean Standard

Rate Deviation
Walking 100%
Running 82.5
PCA REIW* 30 87.26 8.90
BHW** 88
Walking 100
LDA on the Running 87.5
PC features RHW 80 89.87 8.37
BHW 92
Walking 100
Running 92.5
ICA RETW 100 96.13 448
BHW 92
Walking 100
LDA on the Running 100
IC features RHW 100 99.5 1
BHW 98

*RHW=Right Hand Waving **BHW=Both Hand Waving

Table 1. Recognition result using different feature extraction approaches on the binary
silhouettes.

3.2. Recognition Using Depth Silhouettes

Basically, binary silhouettes reflect only the silhouette contour information. On the other
hand, regarding the depth-based silhouettes, pixel values are set based on the distance to the
camera and hence can represent more activity information than binary. Fig. 11 shows a
sample depth image of walking and running respectively where the near parts of human
body from the camera have brighter pixel intensity values than the far ones. Thus, the depth
silhouettes can represent the human body better than binary by differentiating the major
body parts by means of different intensity values based on the distance to camera (Uddin et
al., 2008b). In this work, we employed LDA on the IC features of the depth silhouettes to
recognize six different activities (i.e.,, walking, running, skipping, boxing, sitting up, and
standing down) through HMM and obtained much improvement over the binary silhouette-
based approach using the same feature extraction technique. The recognition results using
both the binary and depth silhouette-based approaches are shown in Table 2.

(@) (b)
Fig. 11. Sample depth silhouette of (a) walking and (b) running.
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Features Activity Recognition Mean Standard
Rate with HMM Deviation
Walking 84
LDA on the IC Running %
ippi 88
featu?es of the Skipping 9133 817
binary Boxing 100
silhouettes Sitting 84
Standing 100
Walking 96
LDA on the IC Running %
features of the Skipping 88
depth Boxing 100 96.67 4.68
silhouettes Sitting Up 100
Standing Down 100

Table 2. Recognition result using LDA on the IC features of the binary and depth silhouettes.

4. Conclusion

In this chapter, we have presented novel approaches for binary and depth silhouette-based
human activity recognition using ICA and LDA in combination with HMM. LDA on the
binary IC feature-based approach outperforms PCA, ICA, and LDA on the PC feature-based
approaches, achieving 99.5% recognition rate for the four activities. Using depth silhouettes,
the recognition further improves from 91.33% to 96.67% in the overall recognition of the six
different activities.
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