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Chapter

Tourist Sentiment Mining Based on
Deep Learning
Weijun Li, Qun Yang and Wencai Du

Abstract

Mining the sentiment of the user on the internet via the context plays a significant
role in uncovering the human emotion and in determining the exactness of the
underlying emotion in the context. An increasingly enormous number of user-
generated content (UGC) in social media and online travel platforms lead to develop-
ment of data-driven sentiment analysis (SA), and most extant SA in the domain of
tourism is conducted using document-based SA (DBSA). However, DBSA cannot be
used to examine what specific aspects need to be improved or disclose the unknown
dimensions that affect the overall sentiment like aspect-based SA (ABSA). ABSA
requires accurate identification of the aspects and sentiment orientation in the UGC.
In this book chapter, we illustrate the contribution of data mining based on deep
learning in sentiment and emotion detection.

Keywords: Deep learning, Aspect-based Sentiment Analysis, User-generated content,
Gated Recurrent Neural Network

1. Introduction

Since the world has been inundated with the increasing amount of tourist data,
tourism organizations and business should keep abreast about tourist experience and
views about the business, product and service. Gaining insights into these fields can
facilitate the development of the robust strategy that can enhance tourist experience
and further boost tourist loyalty and recommendations. Traditionally, business rely on
the structured quantitative approach, for example, rating tourist satisfaction level
based on the Likert Scale. Although this approach is effective to prove or disprove
existing hypothesis, the closed ended questions cannot reveal exact tourist experience
and feelings of the products or services, which hampers obtaining insights from
tourists. Actually, business have already applied sophisticated and advanced
approaches, such as text mining and sentiment analysis, to disclose the patterns
hidden behind the data and the main themes.

Sentiment analysis (SA) has been used to deal with the unstructured data in the
domain of tourism, such as texts, images, and video to investigate decision-making
process [1], service quality [2], destination image and reputation [3]. As for the level
of sentiment analysis, it has been found that most extant sentiment analysis in the
domain of tourism is conducted at document level [4–7]. Document-based sentiment
analysis (DBSA) regards the individual whole review or each sentence as an

1



independent unit and assume there is only one topic in the review or in the sentence.
However, this assumption is invalid as people normally express their semantic orien-
tation on different aspects in a review or a sentence [8]. For example, in the sentence
“we had impressive breakfast, comfortable bed and friendly and professional staff
serving us”, the aspects discussed here are “breakfast”, “bed” and “staff” and the users
give positive comments on these aspects (“impressive”, “comfortable” and “friendly
and professional”). Since the sentiment obtained through DBSA is at coarse level,
aspect-based sentiment analysis (ABSA) has been suggested to capture sentiment
tendency of finer granularity.

To obtain the sentiment at the finer level, ABSA has been proposed and developed
over the years. ABSA normally involves three tasks, the extraction of opinion target
(also known as the “aspect term”), the detection of aspect category and the classifica-
tion of sentiment polarity. Traditional methods to extract aspects rely on the word
frequency or the linguistic patterns. Nevertheless, it cannot identify infrequent
aspects and heavily depends on the grammatical accuracy to manipulate the rules [9].
As for the detection of sentiment polarity, supervised machine learning approaches,
like Maximum Entropy (ME), Conditional Random Field (CRF) and Support Vector
Machine (SVM). Although machine learning-based approaches have achieved desir-
able accuracy and precision, they require huge dataset and manual training data. In
addition, the results cannot be duplicated in other fields [10]. To overcome these
shortcomings, ABSA of deep learning (DL) approaches has the advantage of auto-
matically extracting features from data [9]. Extant studies based on DL methods in
tourism have investigated and explored tourist experiences in economy hotel [11], the
identification of destination image [12], review classification [13]. Although DL
methods have been applied in tourism, ABSA in tourism is scant. Therefore, this study
reviewed sentiment analysis at aspect level conducted by DL approaches, compared
the performance of DL models, and explored the model training process.

With the references of surveys about DL methods [9, 14], this study followed the
framework of ABSA proposed by Liu (2011) [8] to achieve the following aims: (1)
provide an overview of the studies using DL-based ABSA in tourism for researchers
and practitioners; (2) provide practical guidelines including data annotation, pre-
processing, as well as model training for potential application of ABSA in similar areas;
(3) train the model to classify sentiments with the state-of-art DL methods and
optimizers using datasets collected from TripAdvisor. This paper is organized as
follows: Section 2 reviews the cutting-edge techniques for ABSA, studies using DL for
NLP tasks in tourism, and research gap; Section 3 presents the annotation schema of
the given corpus and DL methods used in this study; Section 4 describes the details of
annotation results, model training, and the experiment results. Section 5 provides the
conclusions and future extensions.

2. Literature review

An extensive literature review of the state-of-art techniques for ABSA and the
studies using DL in tourism is provided in this section.

2.1 Input vectors

To convert the NLP problems into the form that computers can deal with, the texts
are required to be transformed into a numerical value. In ML-based approaches, One-
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hot and Counter Vectorizer are commonly used. One-hot encoding can realize a
token-level representation of a sentence. However, the use of One-hot encoding
usually results in high dimension issues, which is not computationally efficient [15].
Another issue is the difficulty of extracting meanings as this approach assumes that
words in the sentence are independent, and the similarities cannot be measured by
distance nor cosine-similarity. As for Counter Vectorizer, although it can convert the
whole sentence into one vector, it cannot consider the sequence of the words and the
context.

Nevertheless, in DL based approaches, pre-trained word embeddings have been
proposed in [16, 17]. Word embedding, or word representation, refers to the learned
representation of texts in which the words with identical meanings would have similar
representation. It has been proved that the use of word embeddings as the input
vectors can make a 6–9% increase in aspect extraction [18] and 2% in the identifica-
tion of sentiment polarity [19]. Pre-trained word embeddings are favored as random
initialization could result in stochastic gradient descent (SGD) in local minima [20].
Based on the network language model, a feedforward architecture, which combined a
linear projection layer and a non-linear hidden layer, could learn the word vector
representation and a statistical language model [21].

Word2Vec [16] proposed the skip-gram and continuous bag-of-words (CBOW)
models. By setting the window size, skip-gram can predict the context based on the
given words, while the CBOW can predict the word based on the context. Frequent
words also are assigned binary codes in Huffman trees because Also, due to the fact
that the word frequency is appropriate to acquire classes in neural net language
models, frequent words are assigned binary codes in Huffman trees. This practice in
Word2Vec helps reduce the number of output units that are required to be assessed.
However, the window-based approaches of Word2Vec do not work on the co-
occurrence of the text and do not harness the huge amount of repetition in the texts.
Therefore, to capture the global representation of the words in all sentences, GloVe
can take advantage of the nonzero elements in a word-word cooccurrence matrix [17].
Although the models discussed above performed well in similarity tasks and named
entity recognition, they cannot cope with the polysemous words. In a more recent
development, Embeddings from language model (ELMo) [22], Bi-directional Encoder
Representations from Transformers (BERT) [23] can identify the context-sensitive
features in the corpus. The main difference between these two architectures is that
ELMo is feature-based, while BERT is deeply bidirectional. To be specific, the con-
textual representation of each token is obtained through the concatenation of the left-
to-right and right-to-left representations. In contrast, BERT applies masked language
models (MLM) to acquire the pre-trained deep bidirectional representations. MLM
can randomly mask certain tokens from the input and predict the ID of the input
depending only on the context. Additionally, BERT is capable of addressing the issues
of long text dependence.

Nonetheless, researchers have combined certain features with word embedding to
produce more pertinent results. These features include Part-Of-Speech (POS) and
chunk tags, and commonsense knowledge. It has been observed that aspect terms are
usually nouns or noun phrases [8]. The original word embeddings of the texts are
concatenated with as k-dimensional binary vectors that represent the k POS, or k tags.
The concatenated word embeddings are fed into the models (Do et al.,, Prasad, Maag,
and Alsadoon, 2019 [9]). It has been proved that the use of POS tagging as input can
improve the performance of aspect extraction, with gains from 1% [18, 20] to 4%
[24]. Apart from the POS, concepts that are closely related to the affections are
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suggested to be added as word embeddings [25, 26]. POS focused on the grammatical
tagging of the words in a corpus, while concepts that are extracted from SenticNet
emphasize the multi-word expressions and the dependency relation between clauses.
For example, the multi-word expression “win lottery” could be related to the emo-
tions “Arise-joy” and the single-word expression “dog” is associated with the property
“Isa-pet” and the emotions “Arise-joy” [26]. After being parsed by SenticNet, the
obtained concept-level information (property and the emotions) is embedded into the
deep neural sequential models. The performance of the Long Short-Term Memory
(LSTM) [27] combined with SenticNet exceeded the baseline LSTM [26].

2.2 DL methods for ABSA

This section reviews the DL methods used for ABSA, including Convolutional
Neural Network (CNN), Recurrent Neural Network (RNN), Attention-based RNN,
and Memory Network.

2.2.1 CNN

CNN can learn to capture the fixed-length expressions based on the assumption
that keywords usually include the aspect terms with few connections of the positions
[28]. Besides, as CNN is a non-linear model, it usually outperforms the linear-model
and rarely relies on language rules [29]. A local feature window of 5 words was firstly
created for each word in the sentence to extract the aspects. Then, a seven-layer of CNN
was tested and generated better results [29]. To capture the multi-word expressions, the
model proposed [30] contained two separate convolutional layers with non-linear gates.
N-gram features can be obtained by the convolutional layers with multiple filters. Li et
al. [13] put position information between the aspect words and the context words into
the input layer in CNN and introduced the aspect-aware transformation parts. Fan et al.
[31] integrated the attention mechanism with a convolutional memory network. This
proposed model can learn multi-word expressions in the sentence and identify long-
distance dependency.

Apart from simply extracting the aspects alone, CNN can identify the sentiment
polarity at the same time, which can be regarded as multi-label tasking classification
or multitasking issues. As for researchers who considered ABSA multi-label tasking
classification, a probability distribution threshold was applied to select the aspect
category and the aspect vector was concatenated with the word embedding, which
was then further performed using CNN. Xu et al. [32] combined the CNN with the
non-linear CRF to extract the aspect, which was then concatenated with the word
embeddings and fed into another CNN to identify the sentiment polarity. Gu et al.
[33] proposed a CNN with two levels that integrated the aspect mapping and senti-
ment classification. Compared with conventional ML approaches, this approach can
lessen the feature engineering work and elapsed time [9]. It should be noticed that the
performance of multitasking CNN does not necessarily outperform multitasking
methods [19].

2.2.2 RNN and attention-based RNN

RNN has been applied for the ABSA and SBSA in the UGC. RNN models use a
fixed-size vector to represent one sequence, which could be a sentence or a document,
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to feed each token into a recurrent unit. The main differences between CNN and RNN
are: (1) the parameters of different layers in RNN are the same, making a fewer
number of parameters required to be learned; (2) since the outputs from RNN relies
on the prior steps, RNN can identify the context dependency and suitable for texts of
different lengths [34–36].

However, the standard RNN has prominent shortcomings of gradient explosion
and vanishing, causing difficulties to train and fine-tune the parameter during the
process of prorogation [34]. LSTM and Gated Recurrent Unit (GRU) [37] have been
proposed to tackle such issues. Also, Bi-directional RNN (Bi-RNN) models have been
proposed in many studies [38, 39]. The principle behind Bi-RNN is the context-aware
representation can be acquired by concatenating the backward and the forward vec-
tors. Instead of the forward layer alone, a backward layer was combined to learn from
both prior and future, enabling Bi-RNN to predict by using the following words. It has
been proved that the Bi-RNN model achieved better results than LSTM in the highly
skewed data in the task of aspect category detection [40]. Especially, Bi-directional
GRU is capable of extracting aspects and identifying the sentiment in the meanwhile
[23, 41] by using Bi-LSTM-CRF and CNN to extract the aspects in the sentence that
has more than one sentiment targets.

Another drawback of RNN is that RNN encodes peripheral information, especially
when it is fed with information-rich texts, which would further result in semantic
mismatching problems. To tackle the issue, the attention mechanism is proposed to
capture the weights from each lower level, which are further aggregated as the
weighted vector for high-level representation [42]. In doing so, the attention mecha-
nism can emphasize aspects and the sentiment in the sentence. Single attention-based
LSTM with aspect embeddings [43], and position attention-based LSTM [44],
syntactic-aware vectors [45] were used to capture the important aspects and the
context words. The aspect and opinion terms can be extracted in the Coupled Multi-
Layer Attention Model based on GRU [46] and the Bi-CNN with attention [47]. These
frameworks require fewer engineering features compared with the use of CRF.

2.2.3 Memory network

The development of the deep memory network in ABSA was originated from the
multi-hop attention mechanism that applies the exterior memory to compute the
influence of context words on the given aspects [36]. A multi-hop attention mecha-
nism was set over an external memory that can recognize the importance level of the
context words and can infer the sentiment polarity based on the contexts. The tasks of
aspect extraction and sentiment identification can be achieved simultaneously in the
memory network in the model proposed by [13]. Li et al. [13] used the signals
obtained in aspect extraction as the basis to predict the sentiment polarity, which
would further be computed to identify the aspects.

Memory networks can tackle the problems that cannot be addressed by attention
mechanism. To be specific, in certain sentences, the sentiment polarity is dependent
on the aspects and cannot be inferred from the context alone. For example, “the price
is high” and “the screen resolution is high”. Both sentences contain the word “high”.
When “high” is related to “price”, it refers to negative sentiment, while it represents
positive sentiment when “high” is related to “screen resolution”. Wang et al. [48]
proposed a target-sensitive memory network proposed six techniques to design
target-sensitive memory networks that can deal with the issues effectively.
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2.3 Studies using DL methods in tourism and research gap

To obtain finer-grained sentiment of tourists’ experiences in economy hotels in
China, [11] used Word2Vec to obtain the word embeddings as the model input, and
bidirectional LSTM with CRF model was used to train and predict the data. The whole
model includes the text layer, POS layer, connection layer, and output layer, in which
CRF was used for data output, reaching an accuracy of 84%. Chang et al. [49] applied
GloVe to pre-train the word embedding. To improve the performance, feature vec-
tors, like sentiment scores, temporal intervals, reviewer profiles, were added into
CNNmodels. Their results proved that temporal intervals made a greater contribution
than the sentiment score and review profile for the managers to respond to the
reviews. Gao et al. [50] explored the model that built CNN on LSTM and proved that
the combined model outperformed the single CNN or LSTM model, with an
improvement of 3.13% and 1.71% respectively.

To summarize, DL methods have been extensively used to perform ABSA. How-
ever, ABSA in the domain of tourism is little in the literature. Therefore, this study
aimed at conducting ABSA using a dataset collected from TripAdvisor for predicting
sentiments. Based on the literature review, it can be observed that RNN models
especially attention-based RNN models achieved better performance than CNN
models in terms of accuracy. Therefore, attention-based gated RNN models including
LSTM and GRUwere used in this study, which is summarized in the following section.
Zhou et al. [14] conducted a series of ABSA on Semeval datasets [51, 52] using various
DL methods. The experimental results confirmed that RNN with an attention-based
mechanism obtained higher accuracies but relatively low precisions and recalls. This is
because the Semeval datasets are naturally unbalanced datasets in which the fraction
of positive sentiment samples is significantly higher than the fractions of neutral and
negative sentiment samples, which indicates the importance of fractions of sentiment
samples in the datasets. Inspired by ABSA on Semeval datasets, four datasets with
different fractions of sentiment samples were resampled from the dataset of
TripAdvisor hotel reviews to investigate the effect of sample imbalance on the model
performance. Also, optimizers to minimize loss play a key role in model training.
Therefore, three optimizers including the state-of-art optimizer were used in this
study to compare their performance.

3. Research design and experiment

3.1 Corpora design

Based on the consideration and the purpose of the study, the corpora in this study
will be completely in English and will include reviews collected from casino resorts in
Macao. A self-designed tool programmed in Python was implemented to acquire all
the URLs, which were first stored and further used as the initial page to crawl all the
UGC that belongs to the hotel. The corpus includes 61544 reviews of 66 hotels. The
length of the reviews varied greatly, with a maximum of 15 sentences, compared to
the minimum of one sentence.

In terms of the size of the corpora that requires annotation, as there is no clear
instruction regarding the size of the corpora, this study referred to Liu’s work and
SemEval’s task. In machine learning based studies, it is reasonable to consider that the
corpus that has 800–1000 aspects would be sufficient, while for deep-learning based
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approach, we think at least 5000 aspects in total would be acceptable. As the original
data was annotated first to be further analyzed, 1% of the reviews were randomly
sampled from the corpus. Therefore, 600 reviews that contain 5506 sentences were
selected for ABSA in this study.

3.2 Annotation

Although previous works annotated the corpora and performed sentiment analy-
sis, they did not reveal the annotation principles [51, 53] and the categories are rather
coarse. For example, [53] used pre-defined categories to annotate the aspects of the
restaurant. The categories involved “Food, Service, Price, Ambience, Anecdotes, and
Miscellaneous”, which did not annotate the aspects of finer levels. In addition, the
reliability and validity of the annotation scheme have not been proved.

As the training of the models discussed above requires the annotation of domain-
specific corpora, this study referred to [54]. The design of the annotation schema calls
for the identification of aspect-sentiment pairs. Specifically, Α is the collection of
aspects aj (with j ¼ 1, … , s). Then, sentiment polarity pk (with k ¼ 1, … , t) should be
added to each aspect in the form of a tuple (aj, pk).

To ensure the reliability and validity, Cohen’s kappa, Krippendorff’s alpha, and
Inter-Annotator-Agreement (IAA) are introduced in this study, which are calculated
by the agreement package in NLTK. Both indicators are used to measure (1) the
agreement of the entire aspect-sentiment pair, (2) the agreement of each independent
category.

3.3 Attention-based gated RNN

3.3.1 LSTM unit

The LSTM unit proposed by [25] overcomes the gradient vanishing or exploding
issues in the standard RNN. The LSTM unit is consisted of forget, input, and output
gates, as well as a cell memory state. The LSTM unit maintained a memory cell ct at
time t instead of the recurrent unit computing a weighted sum of the inputs and
applying an activation function. Each LSTM unit can be computed as follows:

X ¼ ht�1 xt½ � (1)

f t ¼ σ XWT
f þ bf

� �

(2)

it ¼ σ XWT
i þ bi

� �

(3)

ot ¼ σ XWT
o þ bo

� �

(4)

ct ¼ f t ⊙ ct�1 þ it ⊙ tanh XWT
c þ bc

� �

(5)

ht ¼ ot ⊙ tanh ctð Þ (6)

where W f , W i, Wo, Wc ∈
d�2d are the weighted matrices, and bf , bi, bo, bc ∈

d

are the bias vectors to be learned, parameterizing the transformation of three gates; d
is the dimension of the word embedding; σ is the sigmoid activation function, and ⊙

represents element-wise multiplication; xt and ht are the word embedding vectors and
hidden layer at timet, respectively.
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The forget gate decides the extent to which the existing memory is kept (Eq. (2)),
while the extent to which the new memory is added to the memory cell is controlled
by the input gate (Eq. (3)). The memory cell is updated by partially forgetting the
existing memory and adding a new memory content (Eq. (5)). The output gate
summarizes the memory content exposure in the unit (Eq. (4)). LSTM unit can decide
whether to keep the existing memory with three gates. Intuitively, if the LSTM unit
detects an important feature from an input sequence at an early stage, it easily carries
this information (the existence of the feature) over a long distance, hence, capturing
potential long-distance dependencies.

3.3.2 GRU

A Gated Recurrent Unit (GRU) that adaptively remembers and forgets was pro-
posed by [37]. GRU has reset and update gates that modulate the flow of information
inside the unit without having a memory cell compared with the LSTM unit. Each
GRU can be computed as follows:

X ¼ ht�1 xt½ � (7)

rt ¼ σ XWT
r þ br

� �

(8)

zt ¼ σ XWT
z þ bz

� �

(9)

ht ¼ 1� ztð Þ⊙ ht�1 þ zt ⊙ tanh rt⨀ht�1
xt

� �

WT þ b
� �

(10)

The reset gate filters the information from the previous hidden layer as a forget
gate does in the LSTM unit (Eq. (8)), which effectively allows the irrelevant informa-
tion to be dropped, thus, allowing a more compact representation. On the other hand,
the update gate decides how much the GRU updates its information (Eq. (9)). This is
similar to LSTM. However, the GRU does not have the mechanism to control the
degree to which its state is exposed instead of fully exposing the state each time.

3.3.3 Attention mechanism

The standard LSTM and GRU cannot detect the important part for aspect-level
sentiment classification. To address this issue, [43] proposed an attention mechanism
that allows the model to capture the key part of a sentence when different aspects are
concerned. The architecture of a gated RNN model considering the attention mecha-
nism which can produce an attention weight vector α, and a weighted hidden repre-
sentation r.

M ¼ tanh
WhH

Wvva ⨂ eN

� 	
 �

(11)

α ¼ softmax WmMð Þ (12)

r ¼ HαT (13)

where H∈
dh�N is the hidden matrix, dh is the dimension of the hidden layer, N is

the length of the given sentence; va ∈
da is the aspect embedding, and eN ∈

N is a
N-dimensional vector with an element of 1; ⨂ represents element-wise
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multiplication;Wh ∈
d�d,Wv ∈

da�da,Wm ∈
dþda, and α∈

N are the parameters to
be learned.

The feature representation of a sentence with an aspect h ∗ is given by:

h ∗ ¼ tanh WprþWxhN
� �

(14)

where h ∗
∈

d, Wp and Wx ∈
d�d are the parameters to be learned.

To better take advantage of aspect information, aspect embedding is appended
into each word embedding to allow its contribution to the attention weight. Therefore,
the hidden layer can gather information from the aspect and the interdependence of
words and aspects can be modeled when computing the attention weights.

4. Experiments and results

4.1 Annotation results

In the first trial, Cohen’s kappa and Krippendorff’s alpha are obtained at 0.80 and
0.78 respectively. Which are highly acceptable in the study since the scores measured
the overall attribute and polarity. To identify the category that has the largest varia-
tion between two coders, Cohen’s kappa for each label was calculated separately.
Results (Table 1) indicated that Polarity had the highest agreement, while attribute
showed lower agreement among two annotators. At the end of the first trial, both
coders discussed the issues they encountered when they were annotating the corpus
and make efforts to improve the preliminary annotation schema. The problems
include dealing with the sentence that is difficult to assign the aspects.

Based on the revisions of the annotation schema, the coders conducted the second
trial. With the revised annotation schema, the Cohen’s kappa for the attribute and
polarity is obtained at 0.89 and 0.91 respectively. In addition, Cohen’s kappa and
Krippendorff’s alpha for the aspect-sentiment pair is computed by the end of the
second trial, with 0.82 and 0.81 respectively, which indicated that the annotation
schema in this study is valid.

4.2 Model training

The experiment was conducted on the dataset of TripAdvisor hotel reviews which
contains 5506 sentences, where the numbers of positive, neutral, and negative senti-
ment samples are 3032, 2986, and 2725, respectively. Given a dataset, maximizing the
predictive performance and training efficiency of a model requires finding the opti-
mal network architecture and tuning hyper-parameters. In addition, the samples can
significantly affect the performance of the model. To investigate the effect of

Attribute Polarity

First trial 0.86 0.88

Second trial 0.89 0.91

Table 1.
Cohen’s kappa for categories of aspect and polarity.
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sentiment sample fractions on the model performance, four sub-datasets with 4000
sentiment samples subjected to different sentiment fractions were resampled from the
TripAdvisor hotel dataset as the train sets, one is a balanced dataset and three are
unbalanced datasets that the sample fraction of sentiment positive, neutral, and neg-
ative dominated, respectively. In addition, it is observed that the average number of
the aspects in a sentence is about 1.4, and the average length of the aspects in a
sentence is about 8.0, which indicates that one sentence normally contains more than
one aspect and the aspect averagely contains eight characters. The number of aspects
in train and test sets is more than 850 and 320, respectively, which confirms the
diversity of aspects in the dataset of TripAdvisor hotel reviews. For each train set,
20% of reviews were selected as the validation set.

Attention-based gated RNN models including LSTM and GRU were used for
ABSA. Attention-based GRU/LSTM without and with aspect embedding were
referred to as AT-GRU/AT-LSTM and ATAE-GRU/ATAE-LSTM, respectively. The
details of the configurations and used hyper-parameters are summarized in Table 2.
In the experiments, all word embeddings with the dimension of 300 were initialized
by GloVe [17]. The word embeddings were pre-trained on an unlabeled corpus of
which size is about 840 billion. The dimension of hidden layer vectors and aspect
embedding are 300 and 100 respectively. The weight matrices are initialized with the
uniform distribution U (�0.1, 0.1), and the bias vectors are initialized to zero. The
learning rate and mini-batch size are 0.001 and 16 respectively. The best optimizer
and number of epochs were obtained from {SGD, Adam, AdaBelief} and {100, 300,
500} respectively via grid search. The optimal parameters based on the best perfor-
mance on the validation set were kept and the optimal model is used for evaluation in
the test set.

The aim of the training is to minimize the cross-entropy error between the target
sentiment distribution y and the predicted sentiment distribution ŷ. However,
overfitting is a common issue during training. In order to avoid the over-fitting,
regularization procedures including L2-regularization, early stopping as well as drop-
out were used in the experiment. L2-regularization adds “squared magnitude” of
coefficient as a penalty term to the loss function.

Configuration Hyper-parameter

Word embedding GloVe

Dimension of word embedding 300

Dimension of hidden layer 30

Dimension of aspect embedding 100

Initializer of weight matrices Uniform distribution U(�0.1, 0.1)

Initializer of bias vectors Zero

Optimizer Search from {SGD, Adam, AdaBelief}

Number of epochs Search from {100, 300, 500}

Dropout 0.5

Learning rate 0.001

Multi-batch size 16

Table 2.
Details of configurations and used hyper-parameters.
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loss ¼ �
X

i

X

j

y j
i log ŷ

j
i þ λ θk k2 (15)

where i is the index of review; j is the index of sentiment class, and the classifica-
tion in this paper is three-way; λ is the L2-regularization term, which modified the
learning rule to multiplicatively shrink the parameter set on each step before
performing the usual gradient update; θ is the parameter set.

On the other hand, early stopping is a commonly used and effective way to avoid
over-fitting. It reliably occurs that the training error decreases steadily over time, but
validation set error begins to rise again. Therefore, early stopping terminates when no
parameters have improved over the best-recorded validation error for a pre-specified
number of iterations. Additionally, dropout is a simple way to prevent the neural
network from overfitting, which refers to temporarily removing cells and their con-
nections from a neural network [55]. In an RNN model, dropout can be implemented
on input, output, and hidden layers. In this study, only the output layer with a
dropout ratio of 0.5 was followed by a linear layer to transform the feature represen-
tation to the conditional probability distribution.

Optimizers are algorithms used to update the attributes of the neural network such
as parameter set and learning rate to reduce the losses to provide the most accurate
results possible. Three optimizers namely SGD [56], Adam [57], and AdaBelief [58]
were used in the experiment to search for the best performance. The standard SGD
uses a randomly selected batch of samples from the train set to compute derivate of
loss, on which the update of the parameter set is dependent. The updates in the case of
the standard SGD are much noisy because the derivative is not always toward minima.
As result, the standard SGD may have a more time complexity to converge and get
stuck at local minima. In order to overcome this issue, SGD with momentum is
proposed by Polyak [56] (1964) to denoise derivative using the previous gradient
information to the current update of the parameter set. Given a loss function f θð Þ to
be optimized, the SGD with momentum is given by:

vtþ1 ¼ βvt � αgt (16)

θtþ1 ¼ θt þ vtþ1 (17)

where α>0 is the learning rate; β∈ 0, 1½ � is the momentum coefficient, which
decides the degree to which the previous gradient contributing to the updates of the
parameter set, and gt ¼ ∇f θtð Þ is the gradient at θt.

Both Adam and AdaBelief are adaptive learning rates optimizer. Adam records the
first moment of gradient mt which is similar to SGD with momentum and second
moment of gradient vt in the meanwhile. mt and vt are updated using the exponential
moving average (EMA) of gt and g2t , respectively:

mtþ1 ¼ β1mt þ 1� β1ð Þgt (18)

vtþ1 ¼ β2vt þ 1� β2ð Þg2t (19)

where β1 and β2 are exponential decay rates.
The second moment of gradient st in AdaBelief is updated using the EMA of

gt �mt
� �2

, which is easily modified from Adam without extra parameters:

stþ1 ¼ β2st þ 1� β2ð Þ gt �mt
� �2

(20)
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The update rules for parameter set using Adam and AdaBelief are given by
Eqs. (23) and (24), respectively:

θtþ1 ¼ θt �
αmt
ffiffiffiffi

vt
p þ ε

(21)

θtþ1 ¼ θt �
αmt
ffiffiffi

st
p þ ε

(22)

where ε is a small number, typically set as 10�8.
Specifically, the update direction in Adam ismt=

ffiffiffiffi

vt
p

, while the update direction in
AdaBelief ismt=

ffiffiffi

st
p

. Intuitively, 1=
ffiffiffi

st
p

is the “belief” in the observation, viewingmt as
the prediction of gt, AdaBelief takes a large step when observation gt is close to prediction
mt, and a small step when the observation greatly deviates from the prediction.

It is noted that the best models in the validation set were obtained by returning to
the parameter set at the point in time with the lowest validation set error.

4.3 Results and analysis

As for the confusion matrix for a multi-class classification task, accuracy is the
most basic evaluation measure of classification. The evaluation measure accuracy
represents the proportion of the correct predictions of the trained model, and it can be
calculated as:

Accuracy ¼
PC

1 TPi

N
(23)

where C is the number of classes (C equals to 3 in this study); N is the sample

number of the test set; TPi is the number of true predictions for the samples of the ith

class, which is diagonally positioned in the confusion matrix. In addition to accuracy,
classification effectiveness is usually evaluated in terms of macro precision and recall,
which are aimed at a class with only local significance. As Figure 1 illustrates, the class
that is being measured is referred to as the positive class and the rest classes are
uniformly referred to as the negative classes. The macro precision is the proportion of
correct predictions among all predictions with the positive class, while macro recall is
the proportion of correct predictions among all positive instances. The macro F1-score
is the harmonic mean of macro precision and recall. The macro-average measures take
evaluations of each class into consideration, which can be computed as:

MacroPrecision ¼ 1

C

X

C

i¼1

TPi

TPi þ FPi
(24)

MacroRecall ¼ 1

C

X

C

i¼1

TPi

TPi þ FNi
(25)

Macro� F1 ¼ 2�MacroPrecision�MacroRecall
MacroPrecisionþMacroRecall

(26)

where FPi and FNi are the number of false predictions for the positive and negative

samples of the ith class, respectively.
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This study computed accuracy (A), macro precision (P), macro recall (R), and
macro F1-score (F) of AT-GRU, ATAE-GRU, AT-LSTM, and ATAE-LSTM trained with
various optimizers and epochs. The results show: (1) Attention-based models (AT-GRU
and AT-LSTM) performed better than attention-based models with aspect embedding
(ATAE-GRU and ATAE-LSTM). Taken Dataset 1 for example, the best accuracy in the
test set using AT-GRUwas 80.7%, while the best accuracy using ATAE-GRUwas 75.3%;
(2) Attention-based GRU performed better than attention-based LSTM. Taken AT-
GRU and AT-LSTM for example, the accuracy and macro F1-score of AT-GRU for all
datasets were higher than those of AT-LSTM; (3) The balanced dataset (Dataset 1)
achieved the best predictive performance for all models. For the unbalanced datasets,
the accuracy was exactly close to that of the balanced dataset. However, the macro
precision, recall, and F1-score were significantly lower than those of the balanced
dataset, which confirmed that the balanced dataset had the best generalization and
stability in this study; (4) For Dataset 3 in which the neutral sentiment samples domi-
nated, all of the models exhibited the worst predictive performance compared with
other datasets. The candidate model for each dataset is illustrated in Figure 1. It is noted
that the candidate model was selected according to accuracy. However, the model with
a higher macro F1-score was selected as the candidate model instead when the accura-
cies of models were similar. Among 16 models, AT-GRU trained with the optimizer of
AdaBelief and epoch of 300 in Dataset 1 achieved the highest accuracy of 80.7% and
macro F1-score of 75.0% in the meanwhile. Figure 2 illustrates the normalized confu-
sion matrix of the best predictive model of which diagonal represented for the pre-
cisions. The precisions of positive and negative sentiment classification were about 20%
higher than that of neutral sentiment classification, which confirmed that the need to
boost the precision of neutral sentiment classification in order to globally improve the
accuracy of the model in future work.

Early stopping was used in this research to avoid overfitting and save training time.
Figure 3 illustrates the learning history of AT-GRU using early stopping in four

Figure 1.
Summary of model performance.
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Figure 3.
Learning history of AT-GRU using early stopping.

Figure 2.
Normalized confusion matrix of model with best predictive performance.

14

Data Mining - Concepts and Applications



datasets, where the training stopped when the validation loss kept increasing for 5
epochs (i.e., “patience” equals to 5 in this study). For all datasets, the validation
accuracy was exactly close to the training validation during the training procedure,
which confirmed that early stopping was able to effectively avoid overfitting. Exper-
imental results of A/P/R/F obtained based on training AT-GRU and AT-LSTM using
early stopping. The accuracies obtained by AT-GRU and AT-LSTM were similar. For
the balanced dataset, the accuracy and macro F1-score obtained by early stopping
were significantly lower than that obtained by the corresponding model without early
stopping. This is because the loss function probably found the local minima if the
training stopped when the loss started to rise for 5 epochs. All of the optimizers used
in this study were aimed at avoiding the loss function sticking at the local minima to
find the global loss minima, therefore, using more epochs in the training was effective
to obtain the best predictive performance model. On the other hand, for the unbal-
anced datasets, the accuracy and macro F1-score obtained by early stopping were
similar to that obtained by the corresponding model without early stopping, which
indicated that early stopping was effective to avoid overfitting as the loss converged
fast in the unbalanced dataset. Although early stopping is a straightforward way of
avoiding overfitting and improving training efficiency, the trade-off is that the model
for test set possibly returns at the time point when reaching the local minima of loss
function especially for the balanced dataset, and a new hyper-parameter of “patience”
which is sensitive to the results is introduced.

Three optimizers were used in this study to find the best model. Figure 4 illus-
trates the learning history of AT-GRU in four datasets. The gap between training and

Figure 4.
Learning history of AT-GRU.
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validation accuracy was the largest, which indicated that the worst generalization of
Adam among three optimizers in this study although it converged quickly at the very
beginning except for Dataset 3. Both SGD and AdaBelief can achieve good predictive
performance with good generalization, however, AdaBelief converged faster than
SGD, and the best results were achieved by AdaBelief.

5. Conclusions and future extensions

In this study, the hotel review dataset collected from TripAdvisor for aspect-level
sentiment classification was first established. The dataset contains 5506 sentences in
which the numbers of positive, neutral, and negative sentiment samples are 3032,
2986, and 2725, respectively. In order to study the effect of the fraction of sentiment
samples on the model performance, four sub-datasets with a various fraction of
sentiment samples were resampled from the TripAdvisor hotel review dataset as the
train sets. The task in this study is to determine the aspect polarity of a given review
with the corresponding aspects. To achieve a good predictive performance toward a
multi-class classification task, attention-based GRU and LSTM (AT-GRU and AT-
LSTM), as well as attention-based GRU and LSTM with aspect embedding (ATAE-
GRU and ATAE-LSTM), were optimized with SGD, Adam, and AdaBelief and trained
with epochs of 100, 300, and 500, respectively. Conclusions from these experiments
are as follows:

1.AT-GRU and AT-LSTM performed better than ATAE-GRU and ATAE-LSTM.
Taken the balanced dataset as an example, the best accuracy in the test set using
AT-GRU was 80.7%, while the best accuracy using ATAE-GRU was 75.3%.

2.Attention-based GRU performed better than attention-based LSTM. Taken AT-
GRU and AT-LSTM for example, the accuracy and macro F1-score of AT-GRU
for all datasets were higher than those of AT-LSTM.

3.The balanced dataset achieved the best predictive performance. For the
unbalanced datasets, the accuracy was exactly close to that of the balanced
dataset, however, the macro precision, recall, and F1-score were significantly
lower than those of the balanced dataset, which confirmed that the balanced
dataset had the best generalization and stability in this study. For the dataset in
which the neutral sentiment samples dominated, all of the models exhibited the
worst predictive performance.

4.For the balanced dataset, the accuracy and macro F1-score obtained by early
stopping was significantly lower than that obtained by the corresponding model
without early stopping. However, for the unbalanced datasets, the accuracy and
macro F1-score obtained by early stopping were similar to that obtained by the
corresponding model without early stopping, which indicated that early stopping
was effective to avoid overfitting as the loss converged fast in the unbalanced
datasets.

5.For optimizers, both SGD and AdaBelief can achieve good predictive
performance with good generalization, however, AdaBelief converged faster
than SGD, and the best results were achieved by AdaBelief.
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This work includes the application of natural language processing technologies on
the aspect-level sentiment analysis of the TripAdvisor hotel dataset, and there are still
several extensions to be explored as follows:

1.Enlargement of the dataset. This study focused on the hotel in Macau, collecting
5506 reviews from TripAdvisor. To improve the model performance, hotels from
other countries and regions can be collected into the dataset.

2. Improvement of model performance, especially for the predictive capacity of the
neutral sentiment samples. The sentence and aspect embeddings were initialized
with GloVe, and BERT which is popular in recent research can be used. In
addition, although the attention mechanism was used in this study to improve
model performance, the state-of-art self-attention mechanism such as multi-
head attention can be used in the future to further refine the model.

3.Development of a mobile application. Once the model with stable performance is
achieved, RNN algorithms can be integrated into a portable device such as a
smartphone to help with real-time aspect-level sentiment analysis in tourism.
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