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Chapter

Precision in Agriculture Decision 
Making Based on Machine 
Learning
Ratnmala Bhimanpallewar and M.R. Narasinga Rao

Abstract

Farming is the one of the major occupations in India. Increase in population is 
increasing the demand of food, whereas soil degradation causing decrease in yield. 
Technology is contributing in agriculture domain through software and hardware 
enhancement. One of the software-based contribution is for predicting the suitable 
crop. Same field can be suitable for one crop and not for another one, so it is better 
to choose the one which can lead to better yield. There are many predictive algo-
rithms available. Algorithms which can work for suitability analysis need to test and 
choose the best one. Such predictive algorithms need dataset in appropriate format. 
Once the quality data is available correct predictions can be made. Data mining, 
machine learning are the branches comprise of algorithms, which can be trained 
based on dataset. Here we are introducing algorithms for decision making based on 
field data.

Keywords: machine-learning, agriculture, suitability, yield, dataset, algorithm, 
fragmented land, crop

1. Introduction

Agriculture is the main occupation in India and no doubt experienced farmers 
are the expert at doing everything. They can take the decisions; some decisions may 
fail so need to do some analysis for good results. One of the decisions we are con-
sidering here is “which crop to be adopted to have better yield?”. It needs to analyze 
all the features on which yield is dependent and predict the suitable crop/crops. 
The basic feature i.e. agriculture land is the natural feature, which cannot prepare 
artificially and that too increase in the soil degradation is one of the serious issues 
farmers are facing [1]. There are multiple reasons affecting on soil quality one of 
them is, use of fertilizers without knowledge. For increasing yield farmers are using 
unbalanced quantity of fertilizers [2], without knowing the effect of it.

Even young farmers cannot take decision about which crop is suitable for current 
situation (soil quality, environment etc.). Farmers are adopting some crop and 
using chemicals for better yield, we have a good example for this from case study 
at Kolhapur district [3] which was resulted in causing cancer. To avoid such worst 
impacts we are thinking about recommending the suitable crop/crops. To get the 
genuine decision we are using historical data. Once the pattern of historical results 
identified successfully, predictions can be done appropriately.
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There are many algorithmic approaches available for predictive analysis, 
machine learning is the branch which makes computer to learn from the dataset 
available. We are discussing about the 1) Role of machine learning in precise deci-
sion making about agriculture, 2) How to classify suitability level of crop/crops and 
feature values.

2. Agriculture decision making: Current scenario

Since old days farmers are taking farming decisions about agriculture by experi-
ence. Here we are discussing about the decision of choosing the crop to be adopted. 
Though agriculture is a major sector in India, same trend is going on. Automated 
and advanced systems in the form of software and physical machines are invented 
and available for use in developed countries, some of them are available in develop-
ing countries like India as well. Available facilities are either unaffordable or not 
easily approachable. Some systems are developed for some particular geographical 
area, it cannot be adopted for India as it is. Software techniques available in devel-
oped countries are not applicable due to fragmented land, because those systems are 
developed considering unfragmented land.

In India Krishi Vigyan Kendra (KVK) are the centers made available for farmer’s 
guidance. It is responsible to spread technical knowledge among farmers. They 
conduct training, awareness programs to achieve some goals set as below:

1. Develop advisory services for farmers.

2. Conduct training program on different trends.

3. Conduct training programs for different level of people working in agriculture.

4. Agriculture field testing

5. Demonstration for recent innovations

It is playing an important role for needy farmers. Multiple KVK centers are 
there, so they can work according to the location to develop location specific solu-
tions. It also has contribution in providing quality products like planting material, 
seed, organic material, livestock related products etc. As above mentioned, all 
agriculture related centers are available to facilitate people working in agricul-
ture sector.

Despite all the knowledge centers, testing facilities available, farmers are 
continuing with traditional methods. The major change they have adopted is after 
Green revolution. Green revolution has shown drastic increase on yield [4, 5]. Other 
than using high-yielding varieties of seeds and the improved quality of fertilizers 
farmers are not interested to adopt new technics. There are many reasons behind it, 
as discussed further.

The one who work in farm are not well educated, not aware about the ongoing 
innovations. Even if they become aware, they cannot afford it. Economic condition 
of most of the farmers in India is not sufficient to purchase the automated systems 
available in the market. At another end, the educated, economically well, and aware 
people not much involved in actual farming and related occupations. The tradi-
tional farming methods are dependent on natural parameters. Uncertainty in the 
nature directly effects on agriculture production, so not getting yield as expected. 



3

Precision in Agriculture Decision Making Based on Machine Learning
DOI: http://dx.doi.org/10.5772/intechopen.98787

Thus, since long ago there is no improvement in the economic condition of small/
marginal scale farmers in India.

3. Existing systems

Decision making system available in other countries. One of the popular deci-
sion making system is Agriculture Land Suitability Evaluator (ALSE), is the crop 
specific evaluator at Peninsular Malaysia [6]. Here crop specific means, it works for 
mango, citrus, guava, papaya and banana as well. Base for decision making is culti-
vation history, cultivation knowledge, land characteristics, climate features such as 
annual precipitation, dry season length per month, land slope, nutrient availability, 
and retention. Some other features are used for land availability and suitability 
evaluation in Tuban Regency, Java Island [7]. Spatial multi-criteria analysis has 
been done based on parameters like, land elevation, slope, slope direction, land 
use/land cover, land capability, integrating soil order, climate, and accessibility. 
Outcome prepared was land use plan by the spatial pattern. This is the area hav-
ing most fertile land in the country. The weights are assigned to above mentioned 
criteria with the help of eight experts involved for sub-criterions. Criteria wise 
scores are assigned in the range of 0–10, according to involvement of sub criterions 
under each criterion. Weighted sum overlay method used those weights to prepare 
suitability map. Suitability analysis for crop Soybean in Indonesia [8], to satisfy 
the local need. Regular domestic consumption of soybean was more so the, need 
were not fulfilled. The research was conducted in Karawang Regency, West Java, 
Indonesia to identify suitable area for soyabean plantations in paddy fields and pre-
pared plan for it. The suitability classes defined according to FAO categories from 
suitable (S2) to not suitable (N). For wheat crop suitability analysis conducted in 
North Carolina [9]. The case study under taken was rain-fed wheat. Five criterions 
considered were soil-fertility, climate, soil-features, soil-organic-matter, soil-qual-
ity, soil-chemistry and seventeen sub-criteria under that. This system also considers 
geographic information systems (GIS) as base and the square root method is used, 
called multi-criteria analysis. Percentage of land suitability for organic wheat 
was highly suitable- 18.6% and moderately suitable- 76.8% in Duplin country. 
Existing yield simulation method was also based on Moderate Resolution Imaging 
Spectroradiometer [10]. A case study for corn and soybean yield simulated within 
a certain scope of area, predictions are given by the United States Department of 
Agriculture (USAD)- National Agricultural Statistics Service (NASS). All above dis-
cussed systems are suitable for unfragmented land not for fragmented lands I India.

Decision making system available in India

As discussed above still the decision making in India mainly for small/marginal 
scale fields is by traditional way. So, farmers are not getting expected yield due to 
many reasons like decreasing quality of soil, uncertainty in nature. Till the moment 
automated machines are not used by small/marginal scale Indian farmers and are 
dependent on labors. There are many reasons which makes them to be dependent on 
labors as below:

1. Poor economic condition, so unable to purchase machines.

2. In fragmented lands, it is difficult to use the big machineries like tractor and 
tractor accessories.
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3. Unaffordable cost of automated systems.

4. Unaware due to lack of interest.

Though the farming is the main occupation in India, due to urbanization people 
are moving to urban areas in search of jobs and it causes labor deficiency. So, labor 
cost is increasing which add on to farming expenses and again it is lowers the 
economic condition of farmers.

4. Introduction to technology in agriculture decision making

Decision making is in the context of choosing the appropriate crop which give 
good outcome in available natural conditions like soil, environment. The reason 
behind it is soil and environment cannot be controlled. So, first we need to study 
about the technologies available to analyze the data collected through monitoring 
and recording the soil and environmental features. There are existing prediction 
techniques we can study to choose the suitable method and we can do the crop 
suitability analysis based on historical data. Suitability analysis will give the level of 
suitability for crop/crops and then user can take the decision accordingly. The crop/
crops having fair suitability level can be adopted for better yield.

We have divided this advisory system into sub parts as below:

4.1 Collecting data

4.1.1 Identifying the features

The first important task is to identify the features affecting on crop yield. As 
per the guidelines available at country level [11], state-wise [12], local [13] through 
variety of sources. We have listed the fallowing recurrent features from variety of 
sources and suitable ranges of the possible features.

a. Topography

b. Temperature

c. Soil type

d. Soil Quality

e. Rainfall

f. Soil moisture

g. pH

h. EC

i. Soil nutrients: Nitrogen, Phosphorus, Potassium

j. Soil micronutrients
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All above features and some features can be added or removed as per require-
ment and availability of data like humidity, soil texture etc. Some of the features 
remain constant for the period of a year or more than that ex. Topography of land 
does not change for years. Some features need to measure for the period of a season 
or less than that ex. rainfall required at the beginning that is seeding phase of the 
crop is different than the growing phase of the crop. As usual we are considering 
two seasons of cropping i.e. Kharif and Rabi. There are three main phases of the 
crop seeding, growing and maturity. Each phase has different requirement for 
rainfall, soil-moisture, temperature, nitrogen level, phosphorus level and potassium 
level. We will discuss about the influence of features on crop growth one by one. To 
consider these values for analysis purpose we need to normalize the feature values. 
Some of the feature values are considered in the numeric form and some need to 
convert into categorical form. Textual values cannot be considered as it is, it needs 
to map to the numeric categories. For better understanding of the technique let us 
take an example of the crop wheat.

a. Topography

Topography is nothing but the slope of the crop land. The field having slope 
less than 10 degree is good to use for cropping. It is a natural feature which 
can be controlled artificially. With or without analysis we can say this is vital 
feature contributing towards decision making for crop suitability. Sloppy fields 
are not good at holding the water at higher ends and may have clayey soil at 
lower end this uneven nature is not suitable for crop growth. Some of the crops 
with less water requirement can be adopted provided the slope is less. To use 
the topography values for algorithm purpose we have categorized it. Plane 
surface is always most suitable for every crop so, the categorization is done as 
1-Plane, 2- slope less than 10 degree and 3-slope more than 10 degree.

b. Temperature

It is again a natural parameter. Geographical location of India is such that 
enough solar energy is available. This feature values need to consider phase 
wise. Suitable ranges of temperature is discussed in Table 1. If temperature 
goes below or above the range crop yield get reduced. The values of tem-
perature can be considered as it is in the numeric form with unit °C (degree 
Celsius).

c. Soil type

Type of the soil plays a key role in crop yield. Water holding capacity is 
dependent on the soil type. For some of the crops clayey soil is good and for 

Sr. No. Temperature Soil quality Suitability

1 24°C Good Level1

2 22°C Good Level1

3 20 °C Good Level1

Table 1. 
Sample tuple in dataset.
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some loamy. Few crops can be grown in sandy soil as well. Soil type is tex-
tual value, cannot be considered as it is. Here we are categorizing it accord-
ing to water holding capacity. First category is 1- Loamy, 2- Clayey, 3- Slity, 
4- Sandy.

d. Soil quality

Quality of the soil is dependent on multiple features like soil nutrients,  
micronutrients, texture, water holding capacity and it may varies according to 
the chemical used, erosion occurred etc. Krishi Vigyan Kendra helps to  
know the quality of soil in terms of levels. With reference to that we are consid-
ering the soil quality levels as 1- Good, 2- Moderate, 3- Marginal 4- Low.

e. Rainfall

Rainfall is the natural feature on which other features dependent. Water 
requirement for different crop is different. Precipitation has some annual pat-
tern, sometimes it may vary. Here we can directly consider the numeric values 
or range of it for analysis purpose. This feature needs to measure according to 
phases of the crop.

f. Soil moisture

Water holding capacity of the soil, supplied water decides the soil moisture 
level. Good quality and type of soils has enough moisture content. Not only 
rainfall but irrigation sources also contribute to decide the soil moisture values. 
Here we are taking its numerical values as it is phase wise.

g. pH

It shows acidity or alkalinity of soil and is measured in pH units. Different 
crops can bear different level of acidity in soil and water. This numerical value 
is considered in the range of 0 to 14.

h. EC

Soil electrical conductivity is measure of amount of salinity, one of the indica-
tors of soil health. Excess salinity levels occur in arid and semiarid regions. For 
this feature as well numeric values considered directly. The range of it is from 
0.611 to 25.9 dS m − 1.

i. Soil nutrients: Nitrogen, Phosphorus, Potassium

Major soil nutrients are nitrogen, phosphorus, potassium. This feature is artifi-
cially manageable. Deficiency can be resolved by adding the fertilizers avail-
able in the market but excess amount available can not reduced in any way. If 
farmer get their soil tested, they come to know the existing level of nutrients 
and amount of fertilizers to be added. But they do not approach for it and add 
the fertilizers without knowing the requirement. This is leading to soil degra-
dation. Once we know the suitable crop and existing amount of nutrients, it is 
easy to recommend the appropriate amount of fertilizers to add and avoid the 
soil degradation up to certain extent.
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j. Soil micronutrients

There are subcategories of soil micronutrients. Soil cab be tested into labora-
tory to know the availability of micronutrients, so that we can understand one 
aspect of soil quality and take future decision.

These are some basic feature we have considered here. We need to keep all the 
information, while recording these feature values: 1) what was the location? 2) 
what were the date and time? 3) what was the cropping season? 4) what was the 
crop/crops adopted? and 5) what was the final yield? There are some other features 
affecting on yield but either has less effect or values are not available easily. If more 
factors are considered, results get quite improved.

4.1.2 Collecting data using feature values

There are two different sources from which dataset can be collected. Either we 
can have sensor-based device which will sense actual field features and record the 
dataset. According to features we want to monitor; device can be integrated with 
respective sensors (available in market) and microcontroller to control the data 
recording [14] and storing process. This method can be referred as monitoring 
feature values. Another method is to prepare dataset from available online or offline 
sources called as gathering feature values.

4.1.2.1 Monitoring feature values

Environmental data is available with the meteorological department since long 
ago. Parameters required for agriculture are with the different scope ex. Rainfall 
measured by meteorological department is area wise, city wise whereas for agri-
culture purpose rainfall need to measure at specific location. Soil features also vary 
one farm to another farm as per the crop adopted and fertilizers used. So the global 
reports prepared cannot be referred as it is for deciding suitable crop. Crop specific 
monitoring system can be used as described below to measure the field specific 
features.

A monitoring system with microcontroller and accessories [14] to sense the 
nearby features like.

a. Rainfall sensor

b. Moisture sensor

c. pH sensor

d. EC sensor

e. Environmental sensor

f. NPK measuring kit

All the accessories like above can be used to monitor the actual field. There is lot 
of variety in the accessories available in the market. So according to the device used, 
scope of monitoring that feature get varies. Depending on the area of field one or 
more than one system needs to plant in the same field, so that whole farm will get 
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monitored to get more accuracy in the feature value. According to components used 
cost of this monitoring system get varies. The frequency of feature monitoring can 
be every second, minute or hour as per the code written, thus it is always editable 
as per user need. Data can be gathered in the tabular form, so that it can easily 
converted to SQL database for further analysis. Backup of data can be fetched from 
device as an when required. As we know microcontroller like raspberry-pi has own 
memory in the form SD card from which data can be fetched or we can make the 
provision for data transfer by using some network protocol, as raspberry-pi has 
default support for Wi-Fi, we just need to do the configuration and coding accord-
ingly. This kind of data backup need only once in a season. It is better to maintain 
the data along with date and time (time is optional in some cases) and exact place of 
the data recording.

4.1.2.2 Gathering feature values

Metrological department already has the system to monitor the environmental 
features accurately. Also, Krishi Vigyan Kendra available at different places provid-
ing the values of soil and water features after soil and water testing. The drawback 
of this method is we do not get the data belongs to same location for which we want 
to do the suitability analysis. Metrological department has their setup at certain 
places only not at every place we might use for suitability analysis. KVK reports are 
also from the different fields, we cannot guarantee that all the soil samples collected 
are belongs to same location for which we want to do the suitability analysis. Here 
definitely we can filter out and choose the dataset belongs to same region which 
will give appropriate prediction. So, we collect the available and authorized data 
from metrology department, Krishi Vigyan Kendra and the offices working under 
agriculture universities and government maintaining data related to farming. This 
data is compiled further to fetch the values of identified features under Section 4.1.1 
and crop yield value. Data need to maintain in tabular format so it can easily map to 
SQL database for further analysis. It is mandatory to maintain the data along with 
date and time (time is optional in some cases) and exact place of the data recording.

4.1.3 Preparing dataset from feature data

The frequency of monitored features can be changed by averaging the value for 
required interval. Same data can be customized for different purposes like weather 
prediction, crop suitability analysis, to understand the pattern of field features etc. 
Here we are talking about crop suitability analysis. Cropping seasons play important 
role in the crop specific suitability analysis. So, the interval for data analysis is also 
a season. Under season every crop goes through the three main phases seeding(s), 
growing(g), maturity(m). Each phase needs some basic requirement like in the 
seeding phase favorable temperature for wheat is 20°C -25°C, in the growing phase 
it is 15–30°C and in maturity phase it is 14°C -15°C [12] at state Punjab in India 
whereas the it can tolerate the temperature in the range of 3.5–35°C. It means if the 
crop gets that feature values in expected range in all the phases it will lead to better 
yield (i.e. high suitability level S1 or S2) otherwise yield may get reduced than 
expected (i.e. low suitability level S3 to N2). As per the crop season and the phase, 
interval of data collected is decided. Some of the features need to consider phase 
wise (ex. Rainfall) and for some features single value need to consider (ex. nitro-
gen, phosphorus, potassium (NPK). Along with the above identified features under 
Section 4.1.1 we also need to get to know the season, yield and crop/crops adopted 
for the fields considered through data gathering.
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4.2 Analyze data for decision making

Collected data is further analyzed to understand the crop specific suitability 
for variety of crop for particular season, the one which is more suitable is advised 
to adopt. Here the logic is- based on historical data collected. From environmental 
data we understand the pattern of environmental features for current season and 
current phase of crop and predict that aggregate/common values in the respective 
season. Some of the features like NPK, pH are available as the current value of that 
feature, so it can be taken as it is not any prediction required here. Standard feature 
values/ranges required for crop is already well known to the farmers who are in 
farming business itself. For new farmers, the guidelines are available for cropping, 
feature values suitable are mentioned crop wise and phase wise under the guidelines 
available [12, 13]. Guidelines are available in the form of books, reports, online 
resources, also offline centers like KVK are always available to guide. The informa-
tion provided by such resources is static information.

Here we are discussing about analyzing the suitability level of crop based on 
current situation dynamically. For such decision making, historical data with 
few current feature values can make available as discussed under Section 4.1. The 
suitable methodologies need to choose and customize for agriculture application. 
Suitability results need to compare with the existing results available, that is called 
as testing in machine learning. Variety of methods can be applied and then the 
methodology which gives more accuracy can be used further. Once the data is avail-
able, the methods based on data analysis are more suitable. Extracting the required 
information from available dataset is called as Data mining.

Data analysis means, identifying something based on current and historical 
data. Broadly it is categorized into two categories qualitative and quantitative 
analysis. If you want to get the answer for why, what, or how we need to go for 
qualitative analysis. If you want to know some statistical or categorical value, 
then go for quantitative analysis. Here we are discussing about suitability level 
analysis. According to Food and Agriculture Organization of the United Nations, 
suitability level is a categorical value [15], so quantitative approach has been used. 
Quantitative approaches further categorized as text analysis, statistical analysis, 
diagnostic analysis, predictive analysis, and prescriptive analysis. Here we want to 
predict the suitability based on historical and some current values, so need predic-
tive analysis. If we have the historical database of the farm features along with the 
yield, yield of the crop/crops can decide respective suitability level of the crop for 
storing into dataset.

Ex. For crop C in particular farm area for season S, expected highest yield is YH 
Tones/Hector and lowest expected yield is YL Tones/Hector (it can be zero Tone in 
worst condition).

Then, interval between two adjacent levels Yi calculated as,

 i H LY Y Y / 4= −  (1)

Five ranges of yield from higher to lower, are computed as,

 HLevel1 is Y>=  (2)

 H H iLevel2 is Y and Y Y= −  (3)
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 iLevel3 is Level2 and Level2 Y= −  (4)

 iLevel4 is Level3 and Level3 Y= −  (5)

 Level5 is Level4<  (6)

Example,
Expected high yield YH = 20 Tones/Hector and lowest yield YL = 3 Tones/Hector.
So,
Interval.

 i H LY Y Y / 4 20 – 3 17 / 4 4.25= − = = =  

 Level1 is 20 Tones / Hector>=  

 ( )H iLevel2 is 20 and Y Y 20 – 4.25 15.75 Tones / Hector= − =  

 ( )Level3 is 15.75 and 15.75 – 4.25 11.5 Tones / Hector=  

 ( )Level4 is 11.5 and 11.5 – 4.25 7.25 Tones / Hector=  

 Level5 is 7.25 Tones / Hector<  

There are five suitability levels defined by FAO [15] as below,
S1- suitable.
S2- moderately suitable.
S3- marginally suitable.
N1- not suitable due to physical reasons.
N2- not suitable due to economic reasons.
Now if we know actual yield Y then, suitability level decided as,

 If Yield falls under Level1 then,suitability level S1− >  (7)

 If Yield falls under Level2 then,suitability level S2− >  (8)

 If Yield falls under Level3 then,suitability level S3− >  (9)

 If Yield falls under Level4 then,suitability level N1− >  (10)

 If Yield falls under Level5 then,suitability level N2− >  (11)

Thus, we can get the values for suitability level for historical dataset.
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5. Machine learning: Methods and applications

Machine learning is the analysis technique which enables computer to learn 
from experience. Here experience is in the form of dataset. More the accuracy in 
dataset more accurate the results are. Here accuracy has the different dimensions. 
It depends on multiple things like 1)Duration of the dataset captured (ex. Data 
gathered from last 10 years is better than the data captured for last 1–2 years), 2)
Features considered (It’s better to consider maximum characteristics on which 
crop yield is dependent), 3)Frequency of the data recording (ex. The values of 
the features in field varies after certain time, so it’s better if we could record every 
variation in dataset), 4)Duration of the data considered for analysis (ex. To do pre-
dictive analysis for the crop in kharif season we need to consider data recorded in 
kharif season only, the data recorded in rabi season will work as noise). 5)Missing 
data (if missing data is more in proportion then accuracy in data decreased). We 
can prepare the dataset from historical data available and the monitoring device. 
Learning from the historical data and comprehending for current situation is 
known as supervised machine learning, one of the best predictive analysis tech-
niques. Supervised machine learning is further categorized into regression, clas-
sification, naive Bayesian model, random forest model, neural networks, support 
vector machines.

Classification is the method where we divide dataset into defined classes. Class 
is nothing but category of the instance. Ex. In a school student are categorized into 
different classes. The class is decided based on features of the student like age, result 
of the previous year, date of birth etc. Based on marks of the students, further they 
can be categorized into pass class and fail class.

6. Role of machine learning in agriculture decision making

Some of methods are already used in agriculture, those are decision making 
methods based on some mathematical computations. More or less those are based 
on basic features of machine learning. Few examples we will discuss here. A land 
evaluation is done based on features belong to climate and site-soil [16]. It is 
developed using statistics and neural network model techniques. This is bit static 
method not user friendly, so not used widely. Decision support system [6] is based 
on soil features like topography, nutrients, history of cultivation, precipitation etc. 
Static categorization of the feature values is done to evaluate suitability level. The 
drawback of this system is also a static nature. Konstantinos G Liakos has discussed 
in detail how machine learning played role in agriculture precision through crop 
management, yield prediction, disease detection, soil and water management [17]. 
Patricio and Rieder [18] mentioned that artificial intelligence plays important role 
in improving accuracy in agriculture. During 2013–2017 data captured by camera 
was analyzed using support vector machine classifier. Uddin, Mohammad Shorif 
has discussed contribution of machine learning and computer vision in agriculture 
[19]. Machine learning helps in decision making, for better productivity and more 
precise systems. In developed countries machine learning is introduced in agricul-
ture too early for different purpose like farming prediction is done using classifica-
tion [20, 21], Artificial Neural Network technique used for crop yield prediction 
[22]. Even for study regarding plant disease statistical and machine learning 
approaches has been used [23–27].
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Decision making about suitable crop

As we have discussed under Section 4, we can get the feature values for a 
particular crop in a particular season as per the list of features identified under 
Section 4.1.1 and also, we can compute the level of suitability of the same crop using 
the methodology discussed under Section 4.2. Here, crops specific suitability is 
considered as output class. Suitability level is further divided into five classes [15], 
so classification method of machine learning is chosen. According to the discussion 
under Section 5, we can say that supervised technique classification is suitable for 
crop specific suitability analysis. We can treat the computed suitability levels based 
on yield as class-value for that particular record/tuple and all other feature-values 
as input-feature-values of the same tuple. Any classification technique, which can 
classify the records into more than one classes based on input features called as 
multi-class classification technique. Any multi-class classification technique can be 
used and further customized [28] to get the appropriate suitability analysis. Similar 
to output classes computed using Eqs. (7)–(11) input classes can be computed 
as below.

If input feature is categorical value then no need to compute the levels, it can be 
directly mapped. Example soil quality is one of the features need to consider having 
three different having categorical values good, moderate and average. Then it will 
be mapped to input levels as below:

Level1 Soil_quality = Good
Level2 Soil_quality = Moderate
Level3 Soil_quality = Average

Let us consider the input Xi is environment feature temperature at Punjab 
state in India. Lowest temperature is considered as 0°C and highest temperature 
observed is 50°C. We know in the growing phase of the crop wheat for high growth 
rate the favorable temperature is 20–25°C. Wheat cannot tolerate the temperature 
below 3.5°C so, Level5 is less than or equal to 3.5°C. It cannot tolerate the tempera-
ture above 35°C so, Level1 is above 35°C.

Thus,
Highest value is  35°C
Lowest value is  3.5°C
So, as per Eq. (1) interval is calculated as,
Xi = (35–3.5)/4 = 7.75.
X1 is  35
X2 is  X1 - Xi = 35–7.75 = 19.5
X3 is  X2 - Xi = 27–8 = 11.75
X4 is  X3 - Xi = 21–8 = 4

To convert into input class levels, the dynamic levels will be computed. If the 
available dataset has tuples as shown in Table 1.

To simplify we will round up the values. The levels will be converted as below.

Level1 > =35°C.
Level2 < 35°C and > = 20°C.
Level3 < 20°C and > =12°C.
Level4 < 12°C and > =4°C.
Level5 < 4°C.
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Now, as per tuples in database for suitability level 1 of output the mapping input 
level in Level2, thus for decision tree classification intermediate result based on 
above data belongs Table 1, partial decision tree will be as shown in Figure 1.

Based on simple dataset available as per Table 1, simple decision tree has been 
formed. If more features will be considered levels of the tree will be increased. 
Always the last level of the tree will output class i.e. suitability/yield level. For n 
number of input features tree will have n + 1 level [29].

7. Conclusion

We can conclude that machine learning can be applied in agriculture decision 
making. More the balanced and appropriate dataset is available better the decision 
can be taken. Here the machine learning approach we used, called as decision tree 
classification. So, we can say quality of decision tree formation is dependent on 
quality of input dataset. Advanced decision tree approaches work on variety of 
data values like categorical, constant and discrete (numerical as well as text values 
with some preprocessing) values. We can consider all these variety of agriculture 
features for processing and decision making.

Figure 1. 
Decision making tree.
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