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Chapter

Photovoltaic Power Forecasting
Methods

Ismail Kaaya and Julidn Ascencio-Vdsquez

Abstract

The rapid growth in grid penetration of photovoltaic (PV) calls for more accu-
rate methods to forecast the performance and reliability of PV. Several methods
have been proposed to forecast the PV power generation at different temporal
horizons. In this chapter the different methods used in PV power forecasting are
described with an example on their applications and related uncertainty. The
methods discussed include physical, heuristic, statistical and machine learning
methods. When benchmarked, it is shown that physical method showed the highest
uncertainties compared to other methods. In the chapter, the effect of degradation
on lifetime PV power and energy forecast is also assessed using linear and non-
linear degradation scenarios. It is shown that the relative difference in lifetime yield
prediction is over 5% between linear and non-linear scenarios.

Keywords: Degradation, Lifetime, Photovoltaic, Power, Forecasting

1. Introduction

The current trends in photovoltaic (PV) deployments worldwide are a clear
indication that PV energy will play a big role in the near future energy mix. For
example, the global solar photovoltaic (PV) capacity is projected to increase by
37.5% from 2019 to 2030 (i.e from 593.9 GW in 2019 to 1,582.9 in 2030) [1]. This
rapid growth in grid penetration of PV calls for more accurate methods to forecast
the performance and reliability of PV. Additionally, PV projects policy and invest-
ment decisions rely on PV performance and reliability forecasts. Therefore, to
reduce the risks of PV investments, more reliable methods to forecast the
performance and reliability of PV power are a prerequisite.

Different methods have been proposed for PV power forecasting. These
methods can be classified as: physical, heuristic, statistical and machine learning
methods [2, 3]. Each method might have different conceptual design, implementa-
tion, application and accuracy. In this chapter, the application and accuracy of the
different methods are assessed using measured PV module power and weather data.

PV power forecasting can range from different temporal horizons depending on
ones need. At a moment there is no standard classification criterion of the temporal
horizon. General classification can be made as: very short term (Intra-hour:

15 minutes to 2 hours ahead), short-term (hour ahead: 1 to 6 hours ahead, day
ahead: 1-3 days ahead), Medium-term (week to months ahead), long-term (one to
several years) and lifetime forecast (until PV expected lifetime).

Achieving high-accuracy forecasts at each of these temporal horizons is
influenced by different variables such as: solar radiation models, PV performance
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Figure 1.
Measured irradiance versus measured power. Data corresponds to six month measuvements of irradiance and
module power in Gran Canaria (Spain).

models, data availability, data quality and forecasting methods. The accuracy highly
deteriorates with increasing forecasting temporal horizon. This is because, more
input parameters such as: seasonal variations, soiling effects, degradation and many
other performance reducing effects need to be taken into consideration [4]. These
factors are not easy to evaluate precisely, therefore, they are simply approximated
which increase the uncertainties in long-term and lifetime PV forecast.

The main influencing factor of PV production is the amount of global solar
irradiation incident on the PV panels. As shown in Figure 1, there is a quasi-linear
correlation of power and irradiance. This property means that the accuracy of
power prediction is highly determined by the accuracy of the solar irradiation
forecast.

In this chapter, the different methods used in PV power forecasting are
presented. The chapter is organised as follows: In Section 1, a brief introduction on
power forecasting is presented. In Section 2, different PV forecasting methods are
presented, for some methods a practical example of their application and their
accuracy are evaluated using real measured PV module power. Section 3, is dedi-
cated to lifetime PV power forecasting. In this section, several effects affecting
lifetime PV power forecasting are stated and a more elaborative discussion of the
degradation effect on lifetime PV power forecasting is presented. Lastly, in Section
4, a summary of the different aspects within the chapter is presented.

2. PV power forecasting methods

Different methods: physical, heuristic, statistical and machine learning are com-
monly used in PV power forecasting [2, 3]. The methods are based on two main
approaches to generate the PV power forecasting. One is the physical approach,
which requires prior knowledge of PV material properties and the metadata of a PV
system, together with the need of weather data. The second ones is the data-driven
approach, which requires operational data to train/calibrate coefficients of the
models which are then used to generate the predictions. This means that, a data-
driven approach can only be applied after a given PV module or system has been
exposed and enough data is available to train/calibrate the models. On-contrary, a
physical approach can be applied even when the PV system is not yet commis-
sioned. Hence PV power forecasting methods based on a physical approach are the
mostly used methods by PV stakeholders to evaluate the economic viability of PV
projects during the initial phases.
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Figure 2 illustrates the required inputs and general steps to generate PV power
forecast by the two approaches. What is clear is that both approaches require
weather data (mainly solar irradiation) as input. Therefore, solar irradiation fore-
cast is highly essential step for PV power forecast using both approaches. Unlike
data-driven approach, physical approach is based on physical assumptions and

therefore, knowledge of the physical parameters influencing PV generation is
required.

2.1 Physical method

Physical models calculate the PV power using the equivalent electrical circuits
[5]. The equivalent circuit model developed for a single cell can be used to derive
equivalent circuit models for a PV module as well as a PV system [6]. They are the
commonly applied models in the PV power forecasting commercial software pack-
ages (such as PVSyst [7] PVWATTS [8]).

2.1.1 PV cell and module equivalent circuit models

To build the physical model one need to know the basic photo-to-voltage theory.
The diode model is used to develop the PV cell model to calculate the PV output
power. The diode model can be characterized as: one-, two- and three-diode models
[5, 7] (see Figure 3). The choice of the model selection depend on charge carrier
recombination mechanisms one need to take into consideration. Because of its
simplest, the one-diode model is the most commonly used to model the operating
principles of a PV cell. The one-diode model can consist of three, four or five
parameters (see Table 1) .

The three parameter (3-P) one-diode model is only used to demonstrate the
basic working principles of a PV cell but not as a representative of the real operating
condition. To simulate the actual working conditions of a PV cell, the five parameter
(5-P) one-diode model is commonly used because it takes into account both the
series and shunt resistive losses. It is expressed as [9, 10]:
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Figure 2.

Schematic of data-driven and physical approaches for PV power prediction. Data-driven approach requives
historical data (in green) to train and physical approach requires physical parameters as inputs.
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Figure 3.
a, four parameters (4-p) one-diode model. b, five parameters (5-p) one-diode model. c, two-diode model
(seven parameters) and d, three diode model (nine parameters).

Model Parameters Characteristic

3-p One-diode model Ipy ? Io; ®, 1 ¢ Basic model No series and shunt resistive losses

4-p One-diode model Ipy, Io1, 71, R; 4 Includes series losses No shunt losses

5-p One-diode model Ipy, Io1, 71, R,  Includes both series and shunt shunt resistive losses

Rk ©
Two-diode model Ipw, Io1, Ioa, 1 Two diodes to represent junction recombination Relevant at
low irradiance operation of a PV cell
12, ny Rsh

Three-diode model Ipw, Io1, To2,I03, Takes into account grain boundaries and leakage current
n1,M2,13, R:) Rsh

“Photocurrent.

YReverse saturation current, the subscripts (1, 2 and 3) represents the diode number respectively.
“diode ideality factor the subscripts (1, 2 and 3) represents the diode number respectively.
Series resistance.

“Shunt vesistance.

Table 1.
Parameters and characteristics of different diode models.

V+RI V+RI
IZIPH—I()|:6XP (T) —1- (Th)} (1)
t S

where I, I, and Ipy are the generated solar cell current, reverse saturation current
and photo-generated current respectively. V, R; and Ry, are the solar cell voltage,
series resistance and shunt resistance respectively. # is the ideality factor of the
diode, and V; is the thermal voltage.

To derive the equivalent circuit model for a PV module, the basic assumption
that a PV module comprises of identical PV cells in series is usually taken [6]. This
assumption implies that under similar conditions (irradiance and temperature), all
the PV cells should generate equal current and voltage. According to [6], the PV
module equivalent model is derived from a PV cell diode model (Eq. (1)) as:

Ing = Ipg — Io {EXP <—VM;NISQ;2]SIM) o (—VM l_\'—]f;iVJM)} (2)
where N is the total number of cells in series Iy; and V) are the current and
voltage of a PV module respectively.

The photo-generated current Ipy has a direct relation with solar irradiance and
operating solar cell temperature (see Eq. (3) It can be evaluated as [10]:
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Ipy =Isc c +ki(T: — Tstc) (3)

STC

where G is the given irradiance level, T, is the cell temperature. Gsrc and Tstc
are the irradiance and temperature at standard test conditions (STC) respectively.
k; is the temperature coefficient of the current in (A°C) and Isc is the short-circuit
current at STC.

The reverse saturation current (Iy) can be evaluated as a function of short-
circuit current (Isc), open-circuit voltage (V,.), temperature and energy bandgap
of a semiconductor (E,) as:

= ( T, )3 Iscexp (Egp/Vie — E;/V7) @)
’ TSTC €xXp (Voc/nNtho - 1)
where V, is the thermal voltage at STC and E,, is the energy bandgap at T = 0 K.
Readers are referred to [6, 10-12] for extended knowledge on how to derive and
evaluate the different PV cell and module model parameters. The functions are also
implement is freely available pvlib simulation packages [13].

2.1.2 Temperature dependence of I-V characteristics

Addition to solar irradiation, the I-V curve characteristics also depend on the
operating temperatures of the cell T,. According to IEC60891 standards [14], the
temperature and irradiance correction of I-V characteristics are given as:

G
Isc — ISC—STC- (G )(1 + axc(Tc — TSTC) (5)
STC
G
Voc = Voc-src- <1 + Poe(Te = Tsrc) +n.N;. V. In (G—) ©
STC

where a,. and f,, are the temperature coefficients for short-circuit current and
open-circuit voltage respectively. 7, N; and V; are the ideality factor, total number
of cells and thermal voltage respectively.

Figure 4 shows the effect of irradiance and module temperature on I, and V.
The irradiance has a greater impact on the short-circuit current and the temperature
has a greater impact on the open circuit voltage.

According to module mounting (e.g Open rack, close to the roof, insulated rack)
and module construction (e.g glass—glass or glass-backsheet), the cell temperature
might be some degrees hotter than module temperature [15]. In [15] the cell tem-
perature (T.) is derived from the module temperature measured at the surface of
the module(T,,) and the irradiance G by a simple relations as:

G

Gsrc

T, =T, + AT (7)

where AT is the temperature difference between the cell and the module back
surface at an irradiance level of 1000 W /m?. In [15], AT was found to be around
3 °C for open-rack mount, 1 °C roof mount and 0 °C for insulated back.

The module temperature is calculated from solar irradiation, ambient tempera-
tures and/or wind speed using different methods [16]. The commonly used models
are: Standard NOCT model (Eq. (8)), the Faiman model (Eq. (9)) [17] and the
Kings model also known as Sandia model (Eq. (10)) [15].
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Figure 4.
Effect of irradiance and cell temperature on I-V characteristics. (I-V curve simulated using Pvlib one-diode
model).

(NOCT — Tnocr)

Tw = Tomp + .G 8
amb GNOCT ( )
G
Ty = Tamp + m 9)
Twm = Tomp + G.exp (a +b.WS) (10)

where NOCT is the nominal operating cell temperature at given conditions
(Tnocr =20 °C, Gnocr = 800 W /m?, wind speed (WS) =1m/s), NOCT is in the
range of 40-50°C [9]. T, [°C] is ambient temperature, G [W /m?] is the incident

solar irradiance on the module, and WS [m/s] is the wind speed. Uy [W/ Osz} and

U, [Ws / Osz] are the coefficients describing the effect of the radiation on the

module temperature and the cooling by the wind, [18] respectively. a and b are
parameters that depend on the module construction, materials and on the mounting
configuration of the module [15].

2.1.3 Example of PV power prediction using physical method

In this example, we demonstrate a practical application of the described physical
model to predict four days PV module power using measured irradiance. The
predicted power is then compared with real measured power of the PV module. The
properties, electrical and thermal parameters of the PV module are presented in
Table 2. The module is exposed in Gran Canaria, Spain at tilt angle of 23° and
azimuth angle of 169°. The module is installed as open rack-fixed configuration.
The power and module temperatures are recorded every 5 minutes. The module
temperature is recorded using a Pt100 sensor attached at center-back of the module.
In addition, weather data (ambient temperature, wind speed and global horizontal
and in plane of array solar irradiation) are also recorded with a 1 minute resolution.

The PV module specific parameters and the weather variables (irradiance and
cell temperature) are used as input variable in Pvlib to simulate the five parameter
(5-P) one-diode model (Eq. (2)). Figure 5 shows the simulated I-V curves at
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Module properties

Design and cell technology Glass—Glass and Poly-crystalline silicon cells
Number of cells 80
Electrical parameters Values®
Maximum power rating (P, ) 283 [Wp]
Rated current () 7.2 [A]
Rated voltage (V) 39.3 [V]
Short-circuit current (Isc) 7.8 [A]
Open-circuit voltage (Voc) 48.9 [V]
Thhermal parameters Quantity
Temperature coefficient of power (y) —0.47 [%/K]
Temperature coefficient of short-circuit current () 2.39 [mA/K]
Temperature coefficient of open-circuit voltage () —161 [mV/K]
Normal operating cell temperature Tyocr 48 [°C]

“The values ave measuved at STC (i.e. 1000 W/m? irradiance, 1.5 air mass and at 25°C temperature).

Table 2.
Module properties and manufacturer datasheet electrical and thermal parameters.

B

Module current [A]

20 30 40
Module voltage [V]

Figure 5.
I-V curves of simulated solar module at different incident irradiance and temperature levels. Irradiance range
from o w/m>to 1168 w/m* and module temperature range from 10 °Cto 50.3 °C.

different irradiance and temperature levels for a period of four days. 15 minutes
aggregated data of temperature and irradiance are used hence the curves are evalu-
ated every 15 minutes. From each I-V curve the power at maximum power point
can be computed using:

Popp = Inpp X Vg (11)

In this example, the uncertainty of power prediction due to temperature models
are evaluated. The three commonly used temperature models presented in
(Egs. (8), (9) & (10)) are used to model the module temperature. The parameters
of the models are: a = —3.87 & b = —0.0594 for Kings model and Uy = 25.6 &
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U; = 25.6 for Faiman model. These parameters are extracted from literature values
in [15, 18] with small modifications to minimize the uncertainty.

To evaluate the uncertainty in prediction, the normalized root mean square error
(NRMSE) (Eq. (12)) is used. Additionally, the normalized mean bias error (NMBE)
(Eq. (13)) is also evaluated as a metric to capture the average bias in the prediction
(i.e, to check whether the predictions are overestimated or underestimated).

\/1%7 Zl}lzlgpj - mj>2

m

N
%Zj:l(pj_m]) L
NMBE =100 x = , m#0 (13)

NRMSE = 100 x (12)

Where p is the predicted data, 7 measured data, 7 is the mean of the measured
data.

Figure 6 shows the plot of measured and modeled temperature (a), measured
and predicted power (b). The uncertainty in temperature models as well as the
corresponding uncertainty in power predictions are presented in (c). It is clearly
visible that, for each temperature model, the prediction is different and hence the
uncertainty value. Generally, the Kings model showed the best performance both in
temperature modeling as well as power prediction depending on the NRMSE and R?
values. The standard NOCT model showed the least performance which is not
surprising since the model doesn’t take into account the impact of wind speed. All
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Figure 6.

a, Measured module (black) and ambient (yellow) temperatures, modeled temperature with standard NOCT
(green), Faiman (blue) and Kings (ved) models. b, Measured (black) and predicted power with module
temperature calculated using NOCT (green), Faiman (blue) and Kings (red) models. ¢, Evaluated NRMSE
and NMBE for module temperature modeling (blue) and power prediction (orange). d, Measured versus
predicted power with module temperatuve calculated using NOCT, Faiman and Kings models.
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the models overestimate the module temperature which correlates with the
underestimation of the predicted power (see Figure 6c¢). It should be noted that,
although the Kings model showed good predictions based on this example, it is not
enough to guarantee that this will always be the case when the model is applied on
different dataset. This is because the accuracy of the temperature models has been
found to be influenced by; geographical locations, model design and mounting
conditions [18].

2.2 Data-driven methods

Data-driven methods can be categorized into: data-driven heuristic methods,
statistical methods and machine learning methods.

2.2.1 Data-driven heuristic methods

The physical models described in Section 2.1 have one big drawback that they
require too many input variables which are not usually directly available. In this
case, heuristic models are proposed to reduce the number of required inputs. They
are heuristic models because they are not developed from physical assumptions/
theories. Therefore, they have no physical dependencies/interpretations. They are
classified as data-driven models because they are derived from correlation between
weather and power output data. In [19], several heuristic models are presented and
compared. They are developed on similar principles of generating power forecast
from irradiance and module temperature but only differs in the numbers of fitting
model parameters. The basic advantage of heuristic models is their simplicity
to derive the model parameters from PV power historic data. Here we present the
two- (Eq. (14)) and three- (Eq. (15)) parameter models described in [19, 20]
respectively.

G G G
Py = | [ 1+ x.1 +y.1 2<—>>.P . }1+ T.—T
P [( X <GSTC> 4 Gsrc ¢ Gsre (147 stc)

(14)

Pppp = {a.G +b.G+c.G:In? <i>] (14 y(T, — Tsrc) (15)
Gstc

Where P,,y, is the generated power at maximum power point by a PV module,
G is the simulated or measured irradiance T, is the cell temperature evaluated using
equation (Eq. (7)), a, b, ¢, x and y are the models fitting parameters y is the
temperature coefficient of power in (%/°C). Psr¢c and Gsrc = 1000w /m? are the
power and the irradiance at STC.

2.2.2 Example of PV power prediction by heuristic methods

In this example, the described heuristic models are applied to predict the power
of the same PV module described in subSection 2.1.3. To calibrate the models, six
days historical data (25/March —31/March) are used. The extracted parameters are
presented in Table 3. To demonstrate the usefulness of temperature correction
term, the second term in (Eq. (15)) is removed and the model is re-calibrated.

In Table 3 3-parameter model corresponds to calibration without a temperature
term and 3-parameter-T,,, model corresponds to calibration with a temperature
correction term.
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Model Parameter
a b c X y
1. parameter model (Eq. (14)) — — — 0.0255 —0.03016
2. parameter model (Eq. (15)) 0.2842 —2.935e-5 —0.0106 — —
3. parameter-T,,," model (Eq. (15)) 0.2802 —8.985e-7 —0.0111 — —

T eorr is the temperature corvection.

Table 3.
Extracted model parameters of the heuristic models.

Figure 7a shows a plot of the four days measured power and the predict power
using 2-parameters and the 3-parameters model. Figure 7b shows the uncertainty in
model calibration and the corresponding uncertainty in prediction using the differ-
ent models. According to the NRMSE and NMBE values, the 3-parameter model
with temperature correction term showed the best performance. From the same
figure it can also be concluded that it is important to include a temperature correc-
tion in power prediction since the same model showed the least performance when
applied without a temperature correction.

2.2.3 Statistical and Machine learning methods

Like heuristic models, statistical and machine learning (ML) methods are also
based on historical data to generate PV power forecast. While heuristic models
focus on an in-deep formulation of mathematical operations, statistical models
require selecting a model that considers previous knowledge of the system. ML
methods require the selection of a predictive algorithm by relying on its empirical
capabilities. Statistical models aim to “inference” the outcome of a model, while ML
approaches aim to find generalizable predictive patterns [21]. Both statistical and
ML methods are data-driven approaches that rely on the availability and accuracy of
existing operational data to generate the forecasting. Usually, the larger the histor-
ical data, the better the PV system can be understood in terms of operational
behaviour under different weather conditions and hence the better the forecasting
accuracy.

The list of published methods is extensive and a case-to-case benchmark is
usually needed. Statistical methods such as Naive method, ARIMA (Autoregressive
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Figure 7.

a, Measured power (black), predicted power using 2-parameter model (blue) and with 3-parameter model
without (green) and with (ved) temperature correction. b, Evaluated NRMSE and NMBE for the models
during calibration (blue) and prediction (orange).
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Integrated Moving Average), SARIMA (seasonal ARIMA), Ordinary Least Squares
(OLS) or Facebook Prophet (FbP) are typically applied for PV forecasting with and
without regressors [22-24]. Below is a basic description of the commonly applied
statistical methods. A detailed description of each method can be found on the
respective cited reference.

* Autoregressive Integrated Moving Average (ARIMA): This method is
composed of three main elements: the auto-regression order (p), differencing
order (d) and moving average order (q). The statistical formulation of this
method can be found in [25].

e Seasonal ARIMA (SARIMA): This model is an extension of the ARIMA
approach, which adds the seasonal behaviour of the dataset analysed. This
feature is of interest for PV applications due to the high seasonality on daily
and annual basis observed in PV systems [26].

* Ordinary Least Squares (OLS): This method analyses the system by fitting
linear relationships between one or more input variables, and by minimizing
the sum of square errors of a continuous or at least interval outcome variable
(actual versus predicted values) [27].

* Facebook Prophet (FbP): This methodology has been developed to allows
non-experts in data science to adapt and configure the model to their needs.
The FbP method is based on a decomposable time series model including trend,
seasonality, holidays (not important for our application), and an error term. It
is also possible to define the type of evolution: linear or logistic. For PV
forecasting, it facilitates the modelling for short- and long-term by enabling
features such as time resolutions and temporal seasonalities [28].

More advanced methods, the so-called machine learning (ML) methods, can
provide better results [29, 30], however, in most cases they require more computa-
tional efforts. Some examples of machine learning methods used in PV power
forecasting include [2, 29-31]: k-nearest neighbors (k-NN), artificial neural net-
works (ANN), support vector machine (SVM), random forests (RF) and light
gradient boost machines (LightGBM). The basic description of these methods is
presented below with the references for a detailed description.

* k-Nearest Neighbors (k-NN): Is classified as one of the simplest and straight-
forward ML method. The K-NN algorithm compares the current state’s
Euclidean distances with training samples in feature space to select the “k”
nearest neighbours used in predictions. Detailed description and application in
PV power forecasting are presented in [32, 33]

* Artificial Neural Networks (ANN): Inspired by biological neural networks,
this algorithm is composed by neurons (mathematical units) and weights (the
link between mathematical units). Using gradient-based optimization
techniques, the ANNs learn a specific task (e.g., prediction) by the
optimization of the “weights”. This method is widely used in PV power
forecasting [2] described in [29, 34, 35]

* Support Vector Machine (SVM): The method separates the data linearly and

transforms it into a higher dimensional feature space through a specific kernel
function. The linear separation is performed with the so-called “hyperplanes”.

11
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The SVMs can be used for regression as well as classification tasks. In [32] the
model is presented and applied for short-term PV power forecasting.

* Random Forests (RF): The RF algorithm is based on an ensemble learning. A
set of decision/regression trees is created and the final result is voted. For a
regression problem, a set of regression trees are trained and the forecast will
equal to the mean of individual regression tree results [36].

* Light gradient boosting machine (LightGBM): This algorithm is an advanced
gradient boosting decision tree (GBDT), which combines two techniques to
find more effectively (higher accuracy and high processing speed) the optimal
split point in the GBDT: (1) Gradient-based one-side sampling (GOSS), to
reduce the number of data instances, and (2) exclusive feature bundling (EFB)
to reduce the feature space. In [30, 37], the method is presented and applied for
PV power prediction.

ML algorithms can be classified as supervised and unsupervised. A supervised
ML algorithm uses labelled training data. It is related to a standard fitting procedure
to find the unknown function/relationship between the input and output variables.
The unsupervised ML algorithm uses unlabelled training data to find the data
patterns (e.g., in the samples’ clustering). For PV power prediction, the supervised
algorithms are commonly used, due to weather forecasting availability. In general,
the procedure to run a ML algorithm can be composed of the following stages:

* Data collection: the available historical data (weather and PV operational) are
collected and filtered. The collection of weather forecasting data is also
considered.

* Feature selection: identification of the most relevant variables with regard to
the PV power output selected for further analysis.

* Data augmentation: in this stage, the enhancement of the initial dataset is
expected by typically applying mathematical operations (e.g., physical
relationships) to one or more relevant input variables.

* Dataset split: the input dataset is divided into a training and testing dataset.
Also, a validation dataset is recommended. This task is typically applied over
the sorted or random timestamps.

e Accuracy improvement: statistical indicators such as the MBE, RMSE or R? are
used to quantify the accuracy of any forecasting model. Cross-validation
techniques are recommended.

A simple ANN network architecture is shown in Figure 8, where the layers of a
multilayer perceptron (MLP) for PV power forecasting are presented. The input
data for training can be the historical weather and PV power output, while for
testing and forecasting, expected weather variables are the input to the expected PV
power output in the future.

2.2.3.1 Example of PV power prediction by statistical and machine learning approaches

The statistical and ML approaches are applied to the same dataset used for
physical and heuristic models. To train the models, the regressors selected are
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Multilayer perceptron (MLP) for PV power forecasting, where the input layer includes at least irradiance and
temperature, while the output layer comprises the PV energy yield.

Model Parameter
Setup 1 Setup 2 Setup 3
ARIMA*® p: 0 q:0 d: 0
SARIMA*  p:1 q:1 d:1
OLS? — — —
Prophet” Daily Seasonality Changepoint prior scale: 0.01 —
DNN¢ Hidden layer size: (40,20,10) relu activation adam solver
LightGBM?  Number of leaves: 10 Min. data in leaf: 5 Number iterations: 100
SVM* Kernel: rbf Degree: 3 Regularization: 1e6
“Statsmodels.
b Prophet.
“Sklearn.
Lightgbm.
Table 4.

Setup parameters for different statistical and machine learning approaches.

limited to the plane-of-array irradiance and PV module temperature, while the
target variable is the PV output power. Most of these models are already
implemented in open-source software packages (i.e., statsmodels [38], prophet
[28], sklearn [39] and lightgbm [39]) and executed with Python scripts. Setting
parameters for each statistical and machine learning method are given in Table 4.

Figure 9a shows a plot of the four-day measured power and the predicted power
using statistical and machine learning models. Figure 9b shows the uncertainty in
model calibration and the corresponding uncertainty in prediction using the differ-
ent models. According to the NRMSE, LightGBM model shows the best perfor-
mance, followed by the SVM and Facebook Prophet.

Generally, comparing the uncertainty values among the physical, heuristic, sta-
tistical and machine learning methods (see Figures 6c, 7b and 9b), physical method
has the worst performance in comparison to other methods. This is not surprising
given that physical models generate prediction without preliminary performance
data, unlike the counterpart models that base their predictions from historical data.
Also, the different assumptions and the too many input parameters increase the
uncertainty range in physical models.

13
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Figure 9.
A, Measured power (black), predicted power using statistical and machine learning approaches. B, Evaluated
NRMSE and NMBE of statistical and machine learning approaches at calibration and predictions.

3. Lifetime PV power forecasting

To begin with, it is important to understand how the lifetime of a PV module is
defined. Unlike other electrotechnical devices where the term lifetime is clearly
defined [40], the definition of a PV module “lifetime” is somewhat complex. This is
because, despite the catastrophic events (such as fire) it is unlikely that a PV
module drops its power generation to zero. However, even though a PV module is
still generating power, its output might be too low to be economically viable to
continue its operation. Therefore, in general terms PV lifetime is defined in eco-
nomical rather than technical terms.

For economical viability of PV projects, most PV module manufacturers guar-
antee a power reduction of less than 20% within 25-30 years of operation. The 20%
power reduction is usually referenced at standard test conditions (STC) (modules
tested under 25°C temperatures, 1000 W/m?,irradiance and air mass 1.5). There-
fore, in this context the lifetime of a PV modules is defined as the time required for
a PV module to loss it’s STC power by 20% .

The actual performance of a PV module throughout its lifetime is very uncertain
and difficult to accurately forecast. This is because many factors can influence the
performance of a PV module. Some of these factors may include: solar resource, the
quality of the PV components and the long-term variations in system performance
(degradation). All these factors increases the uncertainty in PV lifetime forecast.
The Internation Energy Agency- Photovoltaic Power Systems Programme (IEA-
PVPS) -task 13 report [41] provides a detailed overview of the uncertainties in
lifetime yield predictions. To improve the accuracy and to achieve reliable lifetime
PV forecast, all these effects must be explored separately. Here, we asses the effect
of degradation on lifetime PV power forecasting.

3.1 Effect of degradation on lifetime PV power forecasting

Degradation is defined as the gradual and non-reversible decrease in PV perfor-
mance over time. Degradation is a crucial influencing factor to be taken into
account during lifetime PV power forecast. This is because over time the PV com-
ponents are ageing and deteriorating in their normal operation. Understanding how
PV degrades is a very widely studied topic in the PV community but it is also among
the not well understood topics. This can be explained by the numerous factors
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influencing PV degradation. These factors include: PV technology, bill of materials
(BoM), climatic conditions [4], transportation, installation and operational condi-
tions. More-so, since new materials are being proposed frequently, it increases the
complexity to correlate the factors that influence PV degradation. Usually, different
materials have different degradation kinetics and are influenced by different stress
factors differently.

In lifetime power prediction models, degradation effect is included in a number
of ways. For example, according to the survey carried out among PVPS-task 13
experts regarding degradation effects in lifetime energy yield prediction, the fol-
lowing assumptions are taken [41]: (a). A variable degradation during the first five
year of operation and a fixed degradation from 5 to 30 years of operation. A
degradation of 1-2% is assumed in the first year, 0.7% to 0.5% to year 5 and0.3% to
0.5% up to year 30. (b). Initial degradation of 0.3% to 1.0% in the first years to
include the effects of initial degradation modes such as light induced degradation
(LID). (c). Constant degradation over the years with the exception of the first year
to take into account technology specific behaviour.

Generally, a constant degradation rate with linear performance loss is
considered (see Eq. (16)). However, some authors [42-44], have evaluated
and modeled the non-linearity in degradation rates and performance. For
example in [43] a non-linear power degradation model (Eq. (17)) was proposed
and applied in [44] with a time-dependent degradation rates to predict PV
performance lifetime.

P(t) = Pppp.(1 —k.t) (16)

P(t) = Pypp {1 ~exp (— (%)”)} (17)

Where Py, is the power calculated using either the physical model or the
heuristic models described in the previous sections. k [%/year] is the degradation
rate B and y are model and shape parameters respectively.

3.2 Example of lifetime PV power forecasting

In this example, the effect of degradation rate on lifetime power forecast is
presented. Using, 30 years of historical weather data (global irradiance, ambient
temperature and wind speed from ERA 5 reanalysis [45]), three different degrada-
tion scenarios are presented and their impact on lifetime power and energy yield
prediction. The first scenario is using a non-linear performance degradation with a
shape parameter (4 = 1.2), the second scenario is using a linear performance deg-
radation and the third scenario is using a non-linear model with a different shape
parameter (¢ = 0.2). It should be noted that in all the three cases, a constant
degradation rate of 0.8%/year corresponding to a lifetime of 25 years (to have
a — 20% power loss) is used. In all the cases P,,, is calculated using a 3-parameter
heuristic model (Eq. (15)). Although it is not usually the case, the prediction with-
out degradation effect and its impact on lifetime energy prediction is also shown in
this example.

Figure 10 shows the PV lifetime power and yield predictions using different
scenarios. It can be seen that depending on the degradation scenario, the lifetime
yield is significantly different. In numbers, when compared to the usually used
linear scenario, a relative difference of over 5.0% is evaluated in respect with the
non-linear scenarios.

15



Solar Radiation - Measurement, Modeling and Forecasting Techniques for Photovoltaic...

(a)

8000

6000

Yield [kwh]

Power [W]

4000

2000
—— k=0.67 %l/year & u =1.2
—— k= 0.67 %l/year: Linear

—— k= 0.67 %/year & u = 0.2

1992 1996 2000 2004 2008 2012 2016 2020 No-deg H=12 Linear H =02
Timeseries [Hours] Degradation Scenarios

Figure 10.

A, Lifetime power prediction using different degradation scenarios: non-linear with shape parameter = 1.2
(red), linear (green) and non-linear with shape parameter = 0.2 (blue) as well as a no degradation scenario
(cyan). B, Corresponding lifetime yield for all the vespective scenarios.

4, Conclusions

PV power forecasting is important to stabilize the electrical grids, financing PV
projects and also to plan operational and maintenance activities. In this regard,
different methods are proposed to forecast the PV power generation. In this chap-
ter, the different methods used in PV power forecasting are presented, applied and
their accuracy in PV forecasting is evaluated using measured PV module and
weather data. The degradation effect on lifetime PV power forecasting is also
assessed using two main scenarios; linear degradation scenario and non-linear deg-
radation scenario. The key observations in the chapter are:

* The uncertainties in PV module temperature modelling affect the forecasting
accuracy. In the chapter, three temperature models: Standard NOCT, Faiman
and King’s are compared, the King model showed the best performance among
the three models. The standard NOCT model, that neglects the impact of wind
speed displayed huge uncertainty.

* Data-driven models outperforms physical models in prediction accuracy. This
can be explained by the fact that physical models are derived from to many
assumptions and that they need too many input parameters that are usually

approximated.

* For lifetime PV power forecasting, a relative difference of over 5% is evaluated
between the linear and non-linear degradation scenarios.
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