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Chapter

Demographic Analysis and the
Decomposition of Social Change
Parfait Eloundou-Enyegue, Sarah Giroux and Michel Tenikue

Abstract

Social science has made great strides over the last half-century, with some of the
most significant gains made in micro-level studies. However, analysts interested in
broad societal change will not be satisfied with this micro-level detail alone. They
will find the detail useful, but they still need to convert the micro-level relations
into macro-level outcomes. Decomposition methods rooted in demography can help
in those situations. This chapter discusses how these decomposition methods can
build on other methods traditionally used in the social sciences. It specifies the kind
of problems that are well suited for decomposition analysis, and it briefly reviews
three basic types of decomposition approaches (demographic, regression, and
mathematical). We illustrate, using mortality data as an example, and conclude
with some suggestions for how this method might more broadly advance
macrosocial research.

Keywords: decomposition, demographic methods, social change, secondary data,
sustainable development

1. Introduction

Social science has made great strides over the last half-century, with some of the
most significant gains made in micro-level studies. With advances in computing
and communication technology, researchers can now collect, share, and process
statistical data on millions of households and individuals. The combination of
increased computing power and the expanded availability, size, and complexity of
social science datasets has resulted in a “data gold rush,” with the gold digging
powerfully aided by remarkable advances in novel statistical methods [1]. With
these methods, researchers can now explore in great detail the mix of factors
shaping individual behaviors.

These methods can offer powerful insights into individual behavior. Yet, scien-
tists and planners are primarily interested in societal rather than individual out-
comes. For example, rather than how individual characteristics –such as education
level– shape an individual’s likelihood of smoking, we might also want to see the big
picture: how would an educational expansion at the national level shape changes in
smoking rates? While the former, microlevel question can be robustly addressed
with existing micro-regressions, the latter cannot. This is unfortunate when the
interest is in national-level outcomes.

Answering such societal questions is tricky on two fronts. First, as Robinson [2]
argued 70 years ago, is the risk of ecological fallacy when one draws macro-level
conclusions from micro-level analyses, or vice-versa. Thus, a researcher may find
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highly educated individuals to be less likely to smoke, but it does not follow that
highly educated countries will necessarily have lower smoking rates. Second, the
same regression methods cannot robustly apply to countries as units of analysis.
Even if we had adequate data for every country in the world (an optimistic sce-
nario), we would still have a relatively small sample of about 200 cases. Such a small
sample cannot support robust statistical analyses, especially if one begins to con-
sider many covariates [3, 4]. Despite being widely used in development economics
in the 1990s, cross-country regressions have fallen out of favor. Yet, the broad
questions about societal transformations remain.

Researchers thus need alternative approaches to link micro-data and macro-
issues, building on the detail and robustness of microlevel statistics as they aggre-
gate them to inform macro-level questions. Decomposition methods, a broad set of
tools that emerged from the field of demography, present a useful set of options
[5–11]. Researchers interested in studying social transformations (spontaneous or
induced changes in the structure or performance of a large community or state) can
leverage various decomposition approaches to examine issues where the unit of
analysis is not the individual but the community.

These methods can be used when the study outcome meets three critical criteria;
namely, it is 1) quantifiable, 2) aggregate, and 3) the result of a gradual change. A
quantifiable outcome is one that can be captured as an absolute number, a percent-
age, a ratio, or an average. This is the case for outcomes such as rates of smoking or
marriage, or average incomes. Second, the phenomenon studied must reflect an
aggregation of individual behaviors, rather than being an intrinsic/indivisible feature
of an entire society. Thus, an outcome such as a country’s migration laws (an
intrinsic feature with no micro-level correlate) would be excluded. However, one
could very well study migration rates among different groups since this is an
aggregated measure of individual behaviors. Last, the outcome must be a phenom-
enon that changes gradually over time- such as changes in the ratio of male to female
wages. These methods are not suited to sudden changes or rare events (i.e., deaths
from Hurricane Katrina) but rather to processes that unfold gradually.

1.1 Limitations and advantages of decomposition methods

Decomposition methods are accounting tools. Thus, while excellent at describ-
ing the processes, sectors, or groups driving change, they say little about causation.
Thus, in examining changes in smoking rates, decomposition methods could reveal
the extent to which different education groups (i.e., no schooling, primary, sec-
ondary, higher) contributed to declines in smoking rates. Still, they cannot say why
education caused smoking rates to change. This is a sizable shortcoming, as causal
understanding remains the holy grail for scholars and policymakers seeking to
develop better-informed theory and policy. However, understanding the proximate
drivers of change is still a useful guide in policy development.

Additionally, decomposition methods have four key advantages over other
forms of data analysis: they are 1) easy to interpret; 2) transparent; 3) compatible
with other research methods, and 4) efficient. The findings from decomposition
methods are easily applied and interpreted because they use basic analyses that do
not rely on complex statistics or software. For instance, one standard output from
decomposition is to show the percentage of social change accounted for by a given
process or group. Such an output (a percentage) is easily digestible compared to
outputs from regression analyses such as beta coefficients or odds ratios. The
method is transparent because the results of a decomposition analysis are easy to
replicate, and the accuracy of the results is easy to check: the sum of all groups’
contributions is 100%. The efficiency of decomposition methods reflects its
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flexibility and the tradeoff between data requirement, analytical technicity, and the
type of findings. Its basic forms can be modified and support more complex com-
binations to suit the researcher’s individual needs. Also, decomposition methods are
not very data intensive. In the field of global development, for instance, one can
conduct insightful decomposition analyses by relying on tabulations and data
sources that are widely available online.

As the examples in this contribution will show, the method and results are
quite transparent. First, the input data and sources can be easily checked online by
other scholars. Second, unlike multivariate statistics, where results can vary
heavily depending on the model specification and individual coding details,
decomposition results do not depend on the vagaries of individual modeling
choices. Finally, the output from complex regression analysis often seems to be
spewed from an impenetrable black box, and it must be taken at face value, with
the reader often unable to detect an odd result from, say, a programming mistake.
Such is not the case with decomposition: the decomposition findings are presented
in a way that allows the reader to immediately assess the internal coherence,
credibility, and accuracy of the results.

A third strength is that the decomposition approach can be leveraged and
combined with other methods of analysis. In our previous work, we combined a
micro-level regression examining the associations between the number of siblings
a child has and their educational outcomes, with a decomposition analysis [12]. By
combining these two approaches, one can aggregate the robust micro-level find-
ings and answer the macro-level question of how fertility transitions (a country
level phenomenon) impact educational attainment at the national level. This inte-
gration of methods bypassed the standard limitations of cross-country regression,
while also drawing upon the robust micro-level regression findings. The decom-
position method is also compatible with many other methods, including qualita-
tive analysis. By quantifying the key behavioral and compositional changes and
stratifying across groups and processes, decomposition methods can serve to
direct the qualitative research. Essentially, this series of methods does not replace
or compete with other methods but, rather, it complements them and expands our
toolkit in innovative ways.

Last but not least, decomposition methods efficiently leverage existing informa-
tion. While some parts of the world are indeed experiencing a “data gold rush,”
researchers and policymakers in many parts of the global South often operate with a
paucity of data [1, 13]. Despite recommendations by the International Monetary
Fund’s (IMF) General Data Dissemination System (GDDS) that countries conduct
censuses every ten years, 66 countries currently fail to meet the standard [14]. Many
researchers in these settings turn to publicly available nationally representative living
standards (e.g., the Living Standards Measurement Surveys) or health surveys (e.g.,
the Demographic Health Surveys or Multiple Indicator Cluster Surveys). These
sources can generate robustmicro-level data, but they do not occur at regular intervals
and are spotty or unavailable for numerous countries. For instance, from 2002 to 2011,
57 countries had either zero or a single poverty estimate [15]. Thus, decomposition
methods are an ideal tool that allows scholars to leverage limited data in creative ways.

2. Decomposition basic types

Decomposition is not a single method but a set of related methods. It is used
across different fields, but its variants are insufficiently integrated. Most
researchers know only the variants that directly apply to their issues of interest,
such as life expectancy [8, 16], job discrimination [6, 17], and poverty or inequality
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[18, 19]. Yet all these variants can fit into the general taxonomy presented here.
Their commonality is in using accounting-based approaches to describe patterns of
change. However, they vary in the functional relationship between independent
and dependent variables, as shown in Table 1.

For each of these relationships, decomposition analysis allows us to examine
how a change in the dependent variable is driven by changes in each independent
variable (reflecting a group or a process).

2.1 Demographic decomposition

In a demographic decomposition, the main accounting question is about the
contribution of ‘composition’ or group-specific size versus ‘group-specific behav-
ior.’ Thus, a researcher might be interested in documenting how much the change
in the national rate of smoking between 2000 and 2020 was driven by changes in
the distribution of the national population across different education levels

Relationship

between

X & Y

Example Nature of the

dependent variable

Description Formula

Demographic The total smoking rate

in a country (Y) is a

function of the

educational

composition of the

population (wj) and

the average smoking

behavior within each

education group (yj).

Nominal or ordinal

(e.g., country

region, age group,

ethnicity, marital

status, educational

levels).

The macro-level

outcome (Y) is a

weighted (by

demographic weight,

wj) average of

prevailing values in

the various

subpopulations of the

country (yj)

Y =
P

(yj, wj)

Statistical An individual’s

expected earnings (Y)

as a function of the

model intercept (α),

the “payoff of each

additional year of

education (βt) and the

average level of

schooling (Xt).

Quantitative (e.g., a

person’s years of

education, the

number of siblings,

or income in

dollars).

A linear regression

relationship between

the dependent and

independent variables

(Y and X,

respectively)

Yt = αt + βtXt

Mathematical GDP per capita (Y),

which is a function of a

country’s GDP (G) and

its total population (P).

A quantitative

variable (i.e dollars

spent per pupil)

The dependent and

independent variables

are linked by a simple

mathematical

relationship, which

typically involves a

quotient, sum,

product, or log.

Y = G/P

1Notations used in this table and text are as follows:
X indicates the independent variable.
Y indicates dependent variable for the entire country.
w refers to the demographic weight of an individual subgroup.
yj = value of the dependent variable for group j,
xj = value of the independent variable for group j.
t = time;
Δ = indicates the historical change.
α = intercept or baseline value.
β = the marginal change in Y associated with a one-unit change in X.
e = error term.

Table 1.
Three basic types of relationships in Decomposition1.
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(compositional effect) versus changes in the smoking rates of each education group
(behavioral effect).

Formally, the national rate of smoking rate (Y) is expressed as a weighted
average (by wj) of smoking rates in subpopulations groups defined by educational
categories (yj).

Yt ¼
X

wjt ∗ yjt (1)

In this formula, a national change in the smoking rate can be broken down into
two components:

ð2Þ

Formula (2) thus allows the analyst to apportion change into two conceptually
compelling components- the compositional (

P

yj ∗∆wjÞ and behavioral

(
P

wj ∗∆yjÞ effect. The compositional effect is change that is driven by changes in

the relative size of each subgroup. The compositional changes are relatively
mechanical, as they simply reflect a change in how much each subpopulation is
weighted when calculating the national average. The second component of change
reflects changes in the behaviors of each subgroup. While the decomposition does
not highlight the reasons for change, it does allow the researcher to understand how
much of a total change is driven by a meaningful shift in group-specific behavior.

2.2 Regression decomposition

Simple regression analysis tends tomodel an outcome (Y) as a function of a baseline
outcome or intercept (α), a regression coefficient (β), and the value of a predictor
variable (X). For instance, one may predict the performance of a well-trained athlete
(Y) by knowing the basic performance of a ‘couch-potato’who has never set foot in a
gym (α) and the payoff from each hour of being at the gym (β) multiplied by the
number of hours one spends at the gym (X). In that case, if you randomly picked two
people in the world, say one from Senegal and the other from Turkey, the difference in
their athletic performance (ΔY) can entirely be explained by three factors including:

• the difference in the basic performance of a Senegalese couch-potato vs. a
Turkish couch-potato (Δα)

• the difference in the payoff of gym work in Senegal vs. Turkey (Δβ)

• the difference in the number of gym hours for our Senegalese vs. Turkish
person (ΔX)

Similarly, a researcher might use a regression decomposition to document how
much of the variation in men and women earnings was driven either by the differ-
ences in education levels or by the differences in returns to education, suggesting
that the gap is driven by discrimination processes. In other words, the researcher
would like to know the contribution of (1) the male-female difference in the
average level of education, (2) the male-female difference in return to education to
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male–female wage differences, and (3) the differences in baseline wages between
men and women. These three possibilities are explored below. The formal analysis
consists of writing the earning equations for males (m) and females (f) and then
taking the difference between these two equations.

Ym ¼ αm þ βmXm (3)

Yf ¼ αf þ βfXf (4)

The decomposition seeks to explain the difference in wages based on the change in
the various parameters of the regression equation. This change is expressed as follows

ð5Þ

In Eq. (5), the term with upper bar represents the average x ¼
xmþx f

2:

Eq. (5) expresses how much of the pay gap is driven by differences in base
salaries (Δα) versus differences in the levels of schooling (ΔX) and differences in
return to education (Δβ).

Note that the same procedure can apply to both cross-sectional analysis (the
difference between two groups in a given year) and longitudinal analysis (the
change experienced by one group between years). The approach is the same; only
the interpretations differ.

2.3 Mathematical decomposition

In some cases, an outcome of interest is a function of a set of other variables. For
instance, a country’s GDP per capita (Y) is measured as the size of the economy
divided by the total population. Thus, change in GDP (∆Y) between two time
periods can be decomposed into two pieces-the amount of change driven by the
growth or contraction in the economy (∆G) and the change in the total population
size (∆P) or precisely change in the inverse of the population (∆(1/P)).

Y ¼ G=P is differentiated as

∆Y ¼ G ∗∆ 1=Pð Þ
� �

þ 1=P
� �

∗∆G
� �

(6)

This first decomposition is not very informative. However, one can transform
the initial equation into a formula that is slightly longer but conceptually richer:

Y ¼
G

P
¼

G

A
∗

A

P
where A is the working‐age population:

With this transformation, G/A represents the economic productivity of the adult
population (or π). This is a conceptually important factor in theories of economic
growth. The same is true for the new term A/P (or α), which reflects the ratio of the
working-age population to the total population, a core variable in the analysis of
demographic dividends. Thus, we now have two theoretically interesting variables
(π and α) and can decompose national income in terms of these two variables.
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∆Y ¼ π ∗∆αð Þ þ α ∗∆πð Þ (7)

Now, any historical change in GDP (∆Y) can be decomposed into the change in
productivity (π) versus the change in the share of the working population (α).

3. Demographic decomposition: a deeper dive

While offering readers a review of different decomposition approaches, we
wanted to focus in some detail on demographic decomposition. As noted above,
demographic decomposition applies to national outcomes (Y) that are an aggre-
gated result of the outcomes of several subpopulations (yj), each weighted by its
relative size (wj). Formally:

Y t ¼
X

wjt ∗ yjt (8)

For example, the mortality rate of a country (Y t) is the weighted average of rates
(wjt) in different regions or socioeconomic groups. In this formulation, Y, the
dependent variable, is quantifiable and the independent variable X is measured
nominally and captured by a set of categories (j). For the demographic decomposi-
tion to work, the independent variable must meet four critical criteria: exhaustive-
ness, distribution, variability, and relevance.

Exhaustiveness simply means that each member of the population belongs to
one, and only one, of the categories within the independent variable. The set of
categories must cover the entire population, and the categories have to be mutually
exclusive. Distribution refers to the concept that the number of categories cannot be
too few (>2) nor too many. If there are too few categories, as in a variable like a
dichotomy, the analysis will not be detailed enough to be informative. Yet, with too
many categories (i.e., age in single years), the data will end up spread too thinly.

It is also crucial that the independent variable change over time, i.e., the size of
the individual categories comprising the independent variable (the wj) must fluc-
tuate over time. Without such variation, the compositional effect in the decompo-
sition analysis will always remain zero. Because of this, an independent variable like
gender is often not ideal, as sex-ratios in a national population rarely change dra-
matically over time. Similarly, annual income with set threshold cut-offs (i.e., less
than $20,000; $20,000–$40,000; $40,000- $60,000; more than $60,000) could be
appropriate, but income quartiles would not, since, by definition, there is no change
in the size of each quartile over time.

Lastly, a good independent classification variable should be conceptually rele-
vant to the outcome of interest. Thus, for many phenomena, a strong classification
variable might be “region of country” if there has been 1) changes in the size of the
population within each region and 2) variation in the Y variable by region. This
would be especially appropriate if the variation in Y reflects a scenario where pro-
grams and policies are designed at the regional level.

3.1 Two patterns of change: a visual representation

Demographic decomposition allows the analyst to document how much of a
particular change is driven by 1) changes in the behavior of different social groups
vs. 2) changes in the demographic size of these social groups.

Both compositional and behavioral factors can drive a range of important
changes in national social, economic, and health outcomes. Figure 1 below
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illustrates a basic decomposition using the example of infant mortality. This topic is
especially relevant for sub-Saharan African policymakers working to achieve Target
3.2 of the Sustainable Development Goals (SDGs), aiming to reduce the levels of
child mortality to no more than 25 deaths per 1,000 live births by 2030 [20]. In
2019, Sub-Saharan Africa had the highest neonatal mortality rate at 27 deaths per
1,000 live births [21]. In their first month of life, a child born in sub-Saharan Africa
is ten times more likely to die than a child born in a high-income country [21].
However, this fact masks considerable variation within African countries, including
severe differences by parental wealth and maternal education [22]. Having a better
understanding of the internal variation in these trends can be critical for developing
effective policies.

Figure 1 provides a visual description of how the same national-level change
can stem from very different subnational patterns. On the left-hand side of
Figure 1 (Frame A: Macro-Level Change) are five squares that represent the trend
in child mortality for the country as a whole, with darker colors indicating lower
levels of mortality. The chart shows a steady regression at the national level from
lower levels of child mortality (the white square on the far left) to higher mortality
levels (the black square on the far right). Given these trends, one crucial question is
how this evolution occurred, specifically, how various socioeconomic classes
contributed to it.

On the right side of the diagram (Frame B) are two possible, and fundamentally
opposite, scenarios of how this change can unfold. The first, (B1), highlight a case of
horizontal change, where the child mortality rates decline at the same rate for all
income groups. Conversely, in Frame B2, we see a vertical change, with the mor-
tality declines beginning with the country’s highest income group before gradually
spreading to the rest. In year 2, it was only the highest SES group that was

Figure 1.
Patterns of change: Vertical versus horizontal convergence in infant mortality.
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experiencing any decline in child mortality—the other income groups remained
unchanged. If we were to ask about the groups that drive the change, we would get
different answers from the two scenarios: in the first case, all groups evolved
simultaneously, while in the second case, the change occurred first in the higher SES
groups. Understanding how this national trend unfolds has key implications for
resource allocation and policy targeting.

3.2 Compositional vs. behavioral change

The example above shows how the same national-level change in mortality can
emerge from a single group (i.e., entirely driven by mortality declines among the
highest SES group) or be something that occurs as the result of a widespread change
throughout the population (i.e., all groups experience a decline, but the declines are
quantitatively smaller for each group). However, a full decomposition allows the
analyst to identify the groups driving the change (referred to here as the composi-
tional effect) and also consider how changes in the behavior of each group mattered
(referred to here as the behavioral effect).

Figure 2 presents a hypothetical case where a researcher is trying to understand
changes in average monthly income. The figure’s left portion shows Time 1, where
the average monthly income for all individuals is $142.50. The classification variable
is economic class, ranging from richest to poorest1, and income is the weighted
average of incomes across all of the economic classes making up the national popu-
lation. On the right-hand side of the figure are two different scenarios, with the
average monthly income rising to $159.20 in both cases. Yet while the two scenarios
reflect an identical aggregate change, they are qualitatively quite different.

In scenario 1, the average income of each economic group remains exactly the
same between time 1 and time 2. The only factor that changes is the percentage of
the population in each economic class. The percentage of the population in the
second-highest economic group rose from 15% to 20%, while the poor’s share of the
population declined. Thus, the change in scenario one is entirely compositional. No
individual group became richer, but more individuals moved to higher economic
classes. Conversely, in scenario 2, we see the same aggregate gains but no

Figure 2.
Decomposing change in child mortality, Cameroon 1991–2011.

1 For this example, these are not quintiles but based on dollar cutoff values that remain the same

between time one and time two.
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compositional change. Instead, all of the gains are driven by an increase in the
average income among some groups. The wealthiest group became even richer,
jumping from $350 in year 1 to $400 in year 2.

This example presents an extreme contract, where social change entirely (100%)
stems from a change in either composition (Scenario 1) or behavior (Scenario 2).
While useful for pedological purposes, it’s perhaps unsurprising that reality is usu-
ally less extreme. In most cases, change is driven by some combination of the two
effects. For example, compositional change might explain 30% of the change, while
behavior accounts for the rest. Demographic decomposition allows the analyst to
piece apart these different drivers of change (Figure 3).

3.3 Demographic decomposition: the mathematical formulation

In this first case, we focus on a national average; Y will be expressed as a
weighted average (by wj) of the values of individual subpopulations (yj).

Yt ¼
X

wjt ∗ yjt (9)

In this formula, a national change can be broken down into two components:

∆Y ¼
X

yj ∗∆wj þ
X

wj ∗∆yj (10)

As noted above, decomposition methods apportion change into two key compo-
nents. The compositional effect captures the amount of change driven by changes in
each population subgroup’s relative size. As seen in the last example, national
income may go up simply because the number of individuals in the highest eco-
nomic class increases, thus increasing the group’s demographic weight. Conversely,
the behavioral effect captures change that was driven by an actual change in the
group’s behavior. In our last example, this was reflected by actual gains in income
among the lowest economic groups.

Figure 3.
Compositional vs. behavioral change: An extreme case.
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In the case of child mortality, declines can similarly be driven by compositional
and behavioral effects. Mortality declines could result from an economic contrac-
tion whereby the relative size of the lower economic groups, already characterized
by higher mortality levels, expands (i.e., their population weight, w, increases).
This would reflect a compositionally driven change. Conversely, change can also be
driven by changes in the behavior of groups. If one subgroup’s mortality levels
increase, all else equal, the national mortality will increase. Thus, mortality reversals
can also be driven by behavioral change. The researcher’s task is to identify how
much of the change is driven by each component.

3.4 Key steps

Regardless of the topic, a researcher using demographic decomposition needs to
attend to four key tasks, as follows:

1.Problem definition. First, the analyst must identify the dependent and
independent variables, ensuring that the issues of exhaustiveness, distribution,
variability, and relevance (as described above) are suitably addressed. The
researcher must then identify the time period they are going to examine. This
choice may be constrained by data limitations (i.e., ensuring that the measures
are standard across Time 1 and Time 2) but should ideally reflect a
conceptually relevant time period. In the example below, we investigate child
mortality (dependent variable), with socioeconomic status as the independent
(classification) variable. We compare outcomes between 1991 and 2001, as
this was a time of severe economic contraction.

2.National averages: To conduct the decomposition, we first need to calculate the
national averages for the first and last year. We apply formula #9, wherein the
national average (YtÞ is a function of the weight of each subgroup at time t
(wjtÞ and the group-specific mean for the dependent variable at time t (yjt).

For our example, the group size (wjtÞ is calculated from a basic frequency
analysis for the socioeconomic status variable. The group-specific mortality
rates (yjt) are derived from a means comparison, where mortality rates are the

dependent variable, and economic class is the independent variable. This
information can be calculated from micro data sets using a standard statistical
package, but can also come from aggregated reports and studies or online data
tools (i.e., the Demographic Health Survey Statcompiler; World Bank
Development Indicators; Afrobarometer Online Analysis Tool), making the
analysis even more straightforward.

3.Decomposing the Change. Once the national averages are calculated for Time 1
and Time 2, the analyst can then use Formula 10 to decompose the change. As
the calculations are simply repeated for each group, the researcher can either
use Excel software or create a mini-program in a statistical software package to
generate the full output. Figure 2, below, summarizes the basic data for the
calculations.

For our example, the analyst is trying to understand the extent to which
changes in the composition of the population (here, changes in the relative size
of each economic class) versus behavioral changes of economic groups (here,
changes in the mean mortality rate of each economic group) drove the
declining rates of infant mortality in Cameroon.
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Column 1 highlights the social class categories used (Highest, Second Highest,
Average, Second Lowest, Lowest). Columns 2–5 are where the analyst must
insert their data (gathered elsewhere) on group size (wjt) and behavior (yjt).
The spreadsheet is built to then calculate the national average for each year, here
143.6 in 1991 to 117.7 in 2011. The resulting difference reflects a decline in infant
mortality of 25.9.

The last step is then to explain this 25.9 unit decline, using formula 10. As
reflected in Column 6, the researcher can see that 17% of the decline was driven
by compositional change. This is unsurprising, as the class composition of the
population changed slightly during this period. The proportion of children living
in low-income families declined (from 18% to 15%) while there was a slight rise
in the proportion of children living in rich families (19 to 21%). As poorer
families exhibit higher infant mortality rates, mortality rates will mechanically
go down if their representation in the population shrinks. Column 7 displays the
amount of change due to behavioral changes, which was the larger contributor
to change, at 83%. A glance at Columns 2 and 5 (showing mortality rates by
economic class in 1991 and 2011) confirms that mortality rates did indeed
decline across all social classes during this period, including the poorest.

4.Presentation of findings. Figure 2 is easily presentable to most scientific
audiences, requiring little explanation. Moreover, the researcher can not only
highlight the leading processes- i.e., how much of the change was driven by
compositional (Column 6) vs. behavioral (Column 7) forces- but can also
explore leading groups. The percentages in column 9 are simply the result of
adding the behavioral and compositional contributions of each socioeconomic
class and dividing by the total change. The second-lowest economic group’s
contribution was the largest, with the total change equal to the sum of its
composition effects (�4.85) and behavior (�5.79) for a total of�10.65, or 41%
of the total change. The lowest economic group made the next largest
contribution to the mortality decline (37%), followed by the second highest
(16%), average (3%), and highest (3%) groups.

As is evident from Figure 2, the sum of all contributions in a decomposition
reflects the total change- thus, the values in columns 6 and 7 sum to �25.9, the total
decline in mortality. As a percentage, the sum of all contributions must equal 100%.
One important note is that some contributions can be negative (less than 0%) or
greater than 100%. Conceptually, a negative value reflects a contribution that
worked in the opposite direction of the observed change. In our case, a negative
percentage would reflect a change in either the composition or behavior of a group
that worked to increase mortality. Percentages larger than 100% signal that the
overall change would have been even greater, if it was not hampered by the effects
of opposite influences from other groups.

While relatively easy to digest, decomposition findings are easy to present to non-
technical audiences as a graph rather than a table. Pie charts, such as the one on the
left side of Figure 2, can cleanly show how much of the total change was driven by
compositional vs. behavioral factors. Similarly, stacked histograms can efficiently
summarize the results and identify the dominant social groups driving change.

4. Policy implications

Even if decomposition is not a causal method, it can guide policy. For instance,
if a planner observes that much of recent national change is derived from
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compositional changes, then s/he gains insights into future changes. In a
country where education levels are rising, having a positive compositional
effect (having more educated people leads to progress), then one can anticipate
further gains if national levels of education continue to grow. Likewise, if child
mortality is declining mostly via a compositional effect (fewer high-parity births),
then one expects child mortality to continue to decline if fertility does. In some
cases, the planner may have reason to expect the composition changes to
continue largely on their own, as is the case of mortality, educational, fertility
transitions. In some instances, s/he must proactively induce compositional change
through policy.

If mortality is driven by a behavioral effect, the appropriate response is to target
either the leading group or the lagging group. One would target the leading groups
if one is not worried about inequalities and one does not expect further growth in
this top group to be curtailed by a ceiling effect. One has further justification for
investing in this leading group if one expects the example set by this vanguard
group to trickle down and promote change among the following groups. Some
development theorists might argue that in the early stages of development, it can
make sense to build up some pioneers who would set the pace and pull the rest of
the population [23]. On the other hand, one may favor the lagging group if one
assumes that leading already has a momentum on their own and will continue to
progress even if unaided. One may further favor the lagging groups out of concern
for inequality.

This application of decomposition to policy requires a nuanced theoretical
understanding of processes of change and the diffusion of innovations in the
general population. In diffusion theory, change may accelerate among the
lagging groups after reaching a critical mass in preceding groups [24, 25]. In
other ways, change proceeds in a domino pattern and, to the extent that
decomposition analysis helps identify the next group in that domino line, it can
speed the process.

5. Conclusion

Students of social change need robust methods to inform policy reliably. With
the significant advances in data and computing technology achieved over the last
forty years, they are in a better position to study micro-level processes, including
the causes of individual behavior. However, this microlevel expertise is not suffi-
cient to account for social change, where the focus is on aggregate (not individual)
outcomes. Applying the existing micro-methods methods to understand aggregate
social problems amounts to “barking up the wrong tree” or—to stay with this canine
metaphor- “letting the methodological tail wag the dog.” Decomposition methods
can help address this micro–macro conundrum by making it possible to aggregate
evidence from smaller units to understand the big picture.

Given that the big picture, rather than individual-level detail, is the focus of
most socioeconomic planning, decomposition methods are quite relevant to policy.
The methods are ideal for studying many of the social transformations underway
across the globe. In particular, they can inform the study of critical components in
the United Nations’ Sustainable Development Goals (SDG), including poverty,
health, inequality, and schooling. Many countries are working hard to achieve these
goals face with severely limited data and resources. A fuller understanding of the
drivers of socioeconomic change and the unevenness of change in these rapidly
changing and diverse societies can allow policymakers to target policies more
effectively. To this end, decomposition methods can help.
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