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Chapter

Quest for I (Intelligence) in Al
(Artificial Intelligence):
A Non-Elusive Attempt

Kumar S. Ray

Abstract

This chapter essentially makes a non-elusive attempt in quest of ‘I’ (Intelligence)
in ‘AT’ (Artificial Intelligence). In the year 1950, Alan Turing proposed “the imita-
tion game” which was a gaming problem to make a very fundamental question —
“can a machine think?”. The said article of Turing did not provide any tool to
measure intelligence but produced a philosophical argument on the issue of intelli-
gence. In 1950, Claude Shannon published a landmark paper on computer chess and
rang the bell of the computer era. Over the past decades, there have been huge
attempts to define and measure intelligence across the fields of cognitive psychol-
ogy and Al. We critically appreciate these definitions and evaluation approaches in
quest of intelligence, which can mimic the cognitive abilities of human intelligence.
We arrive at the Cattell-Horn-Carroll (C-H-C) concept, which is a three-stratum
theory for intelligence. The C-H-C theory of intelligence can be crudely approxi-
mated by deep meta-learning approach to integrate the representation power of
deep learning into meta-learning. Thus we can combine crystallized intelligence
with fluid intelligence, as they complement each other for robust learning, reason-
ing, and problem-solving in a generalized setup which can be a benchmark for
flexible Al and eventually general Al In far-reaching future to search for human-
like intelligence in general Al, we may explore neuromorphic computing which is
essentially based on biological neurons.

Keywords: general Al, crystallized intelligence, fluid intelligence, deep learning,
meta learning, deep-meta learning, neuromorphic computing

1. Introduction

In this chapter, we look for I (Intelligence) in Al (Artificial Intelligence). Still
today the term “Intelligence” is not well-quantified for machine implementation.
According to the definition of the Oxford dictionary, it is stated as:

“The ability to acquire and apply knowledge and skills.”

We assume rationality as Human Intelligence used in our day to day activity for
planning, problem-solving, reasoning and others. With the tremendous growth and
development of human civilization, different branches of science and technology are
developed. Artificial Intelligence is one such branch which tries to mimic human intel-
ligence through programs implemented into Human-made machines (computers).

1 IntechOpen
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In 2007, Legg and Hutter provided a survey of definitions of Artificial Intelli-
gence/Intelligence with methods of evaluation. A decade later, in 2017, José
Hernandez-Orallo reported an extensive survey on evaluation methods. In this
chapter, we describe Al as an attempt to imitate human intelligence in algorithmic
form [1, 2].

Normally the rational behavior of an individual indicates his/her basic element
of intelligence. Aristotle held the belief that the man is a rational animal. But a
growing body of research suggests otherwise. From ancient times, philosophers
have been proposing theories of human rationality. There are, however, many
definitions of rationality and these change over time. For Plato and Aristotle, man
has both a rational and an irrational soul in different proportions. According to
Bertrand Russel, “Man is a rational animal. So at least we have been told. Through-
out a long life, I have searched diligently for evidence in favour of this statement. So
far, I have not had the good fortune to come across it.” The term rationality has a
handful of interpretations.

With the gradual growth of science and technology people try to adopt sophis-
ticated computing facilities, which may be an attempt to substitute complex mental
computation at any particular situation at hand. Thus life becomes smarter and
faster to face different challenges of the universe. If we look back at the history of
computing facilities for intelligent decision making we observe as follows:

In the year 1942, physicist John Mauchly proposed ENIAC (Electronic Numeri-
cal Integrator and Computer). ENIAC project was completed in 1945. It was the first
operational computer in USA developed by Army ordinance to compute ballistic
firing table during world war II.

In the year 1950, Alan Turing, a British Mathematician and Logician, who broke
the German Enigma code during world war II, proposed “The Imitation Game”
which was a gaming problem to make a very fundamental question “can machine
think?”; which was an informal announcement of Artificial Intelligence. The ques-
tion raised by Turing was not essentially concerned about an abstract activity like
playing chess [3, 4].

In 1950, Claude Shannon published a landmark paper on computer chess and
rang the bell of the computer era. At that instant ENIAC was a newborn baby. But
visionary people like Shannon, Alan Turing could realize the tremendous potential
for computer science and technology. During that period computers were mainly
used for ballistic calculations for missiles whereas games appeared to be a natural
application for a computer which average people could appreciate. The first work-
ing checkers’ program was published in 1952. Chess programs followed shortly after
that. Arthur Samuel published a strong checker-playing program based on machine
learning concept. Samuel used a signature table together with an improved book
learning procedure which was a superior approach compared to the earlier one.
“alpha-beta” pruning and several forms of forward pruning were used to control the
spread of the movement over search tree and allow the program to look ahead to a
much deeper depth than it otherwise could do. Though it could not outplay checker
masters, the program’s playing capability was highly appreciated.

The early effort of Alan Turing, Claude Shannon, Arthur Samuel, Allan Newell,
Herbert Simon and others generated tremendous impetus in researching computer-
performance at games which could be a testbed for ultimate “intelligence” gener-
ated artificially (through computer program) to “exhibit” human-level “intelli-
gence”. In the year 1955 J. Mccarthy, Marvin Minsky, N. Rochester and C.E.
Shannon proposed to study “Artificial Intelligence” during the summer of 1956 at
Dartmouth College in Hanover, New Hampshire. The basic objective of the study
was to proceed based on the conjecture that every aspect of learning or any other
feature of intelligence can in principle be so precisely described that a machine can
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be made to simulate it. Their basic ambition was to build a machine which can deal
with the problems that are essentially reserved for humans. In those early days of
“Artificial Intelligence” (AI), in 1958. Herbert A. Simon and Allen Newell published
a paper titled, ‘Heuristic problem solving: the next advance in operations research’.
At the banquet of the Twelfth National Meeting of the Operations Research Society
of America, Pittsburgh Pennsylvania, November 14, 1957, Simon presented the
content of the paper as stated above. He brought the term “Heuristic” in practice.
At that time it appeared to be an over-optimistic prediction, but its impact is still
far-reaching. To establish the need for ‘Heuristic’ in real-life problem solving he
precisely categorized two types of problems; well-structured problems and ill-
structured problems. Well-structured problems can be solved explicitly by known
existing computational techniques; whereas ill-structured problems are not well-
structured. For instance, first, the variables are not numerical, but symbolic or
verbal (linguistic), second, the truth status is vague multivalued, instead of precise
two-valued, third, there are many practical problems where, in a time-critical
situation, variables are not directly measurable (observable) and ‘most practical
problems’ computational algorithms are not available under such circumstances.
“Heuristic” can play a significant role to resolve some of the above mentioned ill-
structured problems. The term “Heuristic” is essentially domain-specific informa-
tion which can roughly quantify the perception and/or intelligence of an individual
by estimating the intuition, experience and common sense in general for any
judgemental decision process that cannot be reduced to systematic computational
routine. The parameter ‘Heuristic’ is an added advantage for solving ill-structured
practical problems associated with several environmental uncertainties. Under
environmental uncertainty for any judgemental procedures, several ‘hunches’ and/
or wild guess at random are consider as heuristic. The heuristic function may help
find a feasible/reasonable (not necessarily optimal) solution of an ill-structured
practical problem. Though the necessity for randomness is not proven, there is
much evidence in its favor, as stated by Craik’s model.

In May 1997 when the chess machine DEEP BLUE defeated world chess cham-
pion Garry Kasparov in an exhibition match, it was an indirect silent reply, “YES”,
to the very fundamental question “can machine think?” raised by Alan Turing in the
year 1950. Of course, the thought process of DEEP BLUE machine is not compara-
ble to that a human being, but definitely, the DEEP BLUE machine very efficiently
imitated the thoughtful mind of a world champion of chess. Thus, game-playing
became a roseta stone of Artificial Intelligence (AI).

Programming computer to play games is definitely a step towards understanding
the methods that may be employed for machine implementation of human intelli-
gent behavior. We still have much to learn from the study of games, and these
newer techniques may be applied in future to real-life situations to imitate human
intelligence. But the basic question remains that how human becomes so intelligent.

In this chapter, however, we try to explore the cognitive abilities of human being
through psychrometric models of human intelligence. We observed that the present
state of art of artificial intelligence can mimic human intelligence in a crude sense of
approximation. At present Al cannot reach the top level of three stratum of Cattell-
Horn-Carroll (C-H-C) theory of intelligence. AI can only model few lower level
activities of fluid intelligence and crystallized intelligence. The present state of art
of artificial intelligence is implemented through Von-Neumann computing. To
breakout of Von-Neumann way of thinking, we also explore the possibility of
neuromorphic computing. To develop new learning methods with the characteristic
of biological brain it is necessary to learn from cutting edge research in neurosci-
ence. As a part of this process there should be a theoretical understanding of
“intelligence”. Without the theoretical underpinning, we cannot implement
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intelligence through neuromorphic computing. Under the present scenario of
understanding “intelligence” and mimicking human intelligence in an artificial
manner we should further move towards the understanding of native/natural intel-
ligence (NI) which is organic/biological and which is essentially based on biological
model of human brain.

2. Evaluation of human intelligence: a brief exposure

Research in the fields of psychology, cognitive science, anthropology, and biol-
ogy cultivates a sophisticated study on how human intelligence evolved. Under-
standing about the brain of living humans and great apes and the intellectual
abilities they support are enabling us to assess what is unique about human intelli-
gence and what we share with our primate relatives. Examining the habitats and
skeletons of our ancestors gives cues as to environmental, social and anatomical
factors that both constrain and enable the evolutional of human intelligence.

Many methods are used to assess human intelligence and its evolution. These
includes (i) behavioral measures which may involve naturalistic observation or
analyzing responses in laboratory experiments, (ii) artifactual measures which
involve analysis of tools, art and so forth, (iii) anatomical/neurological measures
which involve studies of the brain and cranium. Ideally, all three would converge
upon a unified picture of how human intelligence evolved. However, this not
always the case and indeed the assessment of human intelligence is still under
several challenges.

3. Models of human intelligence
Basically there are four important models of human intelligence:
i. Psychometric model
ii. Cognitive model
iii. Cognitive and contextual model
iv. Biological model.

In this chapter, we consider the first three models which essentially deal with
crystalized intelligence, fluid intelligence and combination of these two. We try to
approximate or crudely approximate the above features of intelligence through
deep learning, meta learning and deep meta learning approaches. We try to adopt
in a very crude way the three stratum of Cattel-Horn-Carroll (CHC) theory of
intelligence [5].

3.1 Psychometric model

Psychometric model is based on a composite abilities measured by mental tests.
This model can be quantified.

One of the earliest of the psychometric model came from the British psycholo-
gist Charles E. Spearman (1863-1945), who published his first major article on
intelligence in 1904: The Abilities of Man: Their Nature and Measurement.
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Spearman did not know exactly what the general factor was, but he proposed in
1927 that it might be something like “mental energy.”

The debate between Spearman and Thurstone has remained unresolved.

The American psychologist John B. Carroll, in 1993, proposed a “three-stratum”
psychometric model of intelligence that expanded upon existing theories of intelli-
gence. The third stratum consisted solely of the general factor, g, as identified by
Spearman. It might seem self-evident that the factor at the top would be the general
factor, but it is not, since there is no guarantee that there is any general factor at all.
Though there is long pending debates on g (general factor), in this chapter, we
discuss this particular issue, based on some conjecture, in section 4.

3.2 Cognitive models

Underlying most cognitive approaches to intelligence is the assumption that
intelligence comprises mental representations (such as propositions or images) of
information and processes that can operate on such representations.

Other cognitive psychologists had studied human intelligence by constructing
computer models of human cognition.

3.3 Cognitive-contextual models

Cognitive-contextual theories deal with the way that cognitive processes operate
in various settings. Two of the major theories of this type are that of the American
psychologist Howard Gardner and that of Sternberg.

4. Putative test of intelligence

The term putative is commonly used to describe an entity or a concept that is
based on what is generally accepted or inferred even without direct proof of it. It
means something like an inference or a supposition. There are several examples on
putative test of intelligence, like picture completion, picture arrangements, block
design, object assembly, etc.

4.1 Culture-fair test

A ‘culture-fair’ or culture-related test makes minimal use of language and not
ask for specific facts. On culture-fair tests, Euro-American and African-American
children differ because culture can influence a child’s familiarity with the entire
testing situation.

Cattell argued that the observed variation among individuals in their scores on
any intelligence can be regarded as depending on:

G: variation in the innate gene endowment.

dG: variations in environmentally-produced development of general ability.

C: variations in the closeness of the individual’s cultural training and experiences
to the cultural medium in which tests are expressed.

t: variations in familiarity with tests and test situations generally.

f: fluctuations in the underlying capacity.

fr: fluctuations in the effective expression or application of the ability through
strength and direction of volition.

s: specific abilities.

e: chance errors of measurement.
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In describing the G term in this expression, Cattell had reference to a culture-fair
concept of intelligence:

This being the case, a combination of dG and C would constitute a manifest
general ability, crystallized intelligence, which might, if there was any validity to the
notion of culture-fair tests, be distinguished from G, fluid intelligence.

Later Cattell made these ides more explicit. He said general ability is of two
kinds; (i) fluid ability which manifests perception in new situation, and (ii)
crystalized ability which manifests itself in known situation.

He argued that the two abilities should show different development patterns of
change.

4.2 Definitions of fluid and crystallized intelligence

Fluid Intelligence (Gy) involves concepts and can be obtained from experiences
and opportunities that are afforded to the vast majority.

Thus, G involves learning and is a product of acculturation, but it does not result
primavrily from differential opportunities in learning or from highly intensive accultura-
tion, such as is promoted through educational programs, which, in one way or another,
exclude substantial numbers of individuals.

The mathematical model which would best represent the lawful combination of
the above (and probably many other) factors might be highly complex, but in
general form the theoretical terms can be represented as follows:

Gf=f(H,M,I,L1,T1,01) (1)

where G represents a performance involving fluid intelligence almost exclu-
sively, f represents a function. H refers to a hereditary component. M to the
maturation rate, I to injury, L1 to learning, T'1 to the time over which these factors
have operated, and O1 indicates the extent to which each of these factors has
interacted optimally with each other and with environmental circumstances.

Crystallized intelligence (G,) is an outgrowth of Gr. In the early years of develop-
ment and under certain other conditions the two may be so highly related and cooper-
ative as to be virtually indistinguishable. But over the course of development, when a
properly broad view of this is taken, they may be seen to become separated by
virtue of the fact that manifested intelligence is produced by a large number of
factors which operated largely independently of those seen as accounting for basic
intellectual potential. In general these can be classified as factors promoting
intensification of acculturation.

G. =f(G1,C,B,P,R,L,2,T2,02) )

where G, represents a performance involving crystallized Intelligence to a high
degree, C refers to opportunities and encouragements (chances), E to ergs and
sentiments (motive traits), P to non-intellectual personality traits (temperament),
R to a factor of longterm memory, L2 to the degree of intensive learning distinct
from that which is provided for most people. T2 to the time over which these factor
have operated, O2 to the extent to which the combination of factors and develop-
ment stages was optimal for development of G,, and G refers to the level of Fluid
intelligence that operated over this period.

Thus a performance which is said to characterize crystallized intelligence is also seen
to contain at least a trace of fluid intelligence, so that to some extent this G, measure can
be said to be confounded with measure of Gy.
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Practically, it must be recognized that the learning component in G s is not completely
devoid of exclusive and intensive acculturation, so that it too, is to some extent confounded
with G,. But the essential hypothesis is of this study is that the functions of equa-
tions of G and G, can be separated as distinct linear components in performances
on a wide sampling of putative tests of intelligence (see Figure 1).

4.3 The Cattell-horn-Carroll (CHC) theory of cognitive abilities

The Cattell-Horn-Carroll (CHC) theory of cognitive abilities is the most com-
prehensive and empirically supported psychometric theory of the structure of cog-
nitive abilities to date. Simplified version of the Cattell-Horn and Carroll model of
the structure of abilities is shown in Figure 2.

Gce

Performance

Gf

N\

Age

Figure 1.
Performance study between G, and Gy.
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Figure 2.
Representation of Cattell-horn-Carroll three stratum theory.
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5. Variant of putative test of intelligence: the factor structure of
spearman

In section 3.1, we have already discussed Spearman’s g-factor.

Spearman’s theory postulated a general capacity, termed g — a kind of “mental
energy/neural energy” ... from which all cognitive processes are derived. g-factor is
a commonly accepted entity, but there is no evidence of how mental energy (neural
energy) is generated. There are several pending debates on this particular issue.
Setting aside the debates (section 3.1) we replace g-factor by a more intuitive term
“Mood” which is also not measurable but which is more pragmatic to assume in the
present context of a cognitive process. The mood is a favorable state of mind
consists of the nervous system, to do something through a hierarchy of levels. The
mood is placed at the top of the hierarchy and factors of varying degrees of gener-
ality further down. Thus, when a person is in a favorable state of mind to solve any
problem, the person is in the right mood to solve it. That means, under a favorable
state of mind (i.e. in the right mood) neural energy is charged at an absolute
magnitude and initiate several levels of intelligence to solve a problem. If a person is
in the off mood, then neural energy of the mind is not sufficiently charged to handle
a problem.

5.1 Mood

The mood is a favorable state of mind of a person to do something with rationality.

5.2 Difference between mood and emotion

The mood can last for hours. It should not be confused with emotion which lasts,
at most, anywhere from second to minutes. It is typically easier to identify emo-
tional trigger but difficult to pinpoint the trigger for our mood. The mood does not
have its unique facial expression, whereas emotions do.

5.3 Emotion intelligence

Emotional Intelligence (otherwise known as emotional quotient or EQ) is the
abilities to understand, use and manage your own emotion in positive ways to
relieve stress, communication effectively, empathize with others, overcome chal-
lenges and defense conflict. According to Goleman, emotion can be viewed as:

* Self-awareness; this is the ability to recognize and understand personal mood,
emotion, drive and the effect of them on both self and others.

Self-regulation.

Internal motivation.

Empathy (the ability to understand and share the feelings of another).

Social skills.

In 1927, Spearman stated that g-factor might be something like “mental energy”.
Alternatively, it might be viewed as neural energy of brain. But the question is how
the energy is generated in brain.
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5.4 Where the energy comes from?

Recent neuroscientific evidence suggests brain function is a product of the
organization of energetic activity in the brain.

Treating brains as neural information processors does not help understand brain
function (consciousness) as a physical process because information, according to
the commonly accepted definitions, is not a physical property of brains at the neural
level; there is no information in a neuron.

5.5 Brain energy and oxygen metabolism

Dynamic metabolic changes occurring in neurons are critically important in
directing brain plasticity and cognitive function.

With dynamic changes in oxygen metabolism occurring during neuronal activ-
ity, dynamic changes are likely to be reflected in level of oxygen concentration,
potentially having secondary effects on protein function and gene expression.

5.6 Link between mood states and creativity

Creativity is a multifaceted construct, in which different moods influence dis-
tinct component of creative thoughts.

Mood shifts are crucial in scaling creativity. The activating moods induce more
creative fluency and originality (i.e. novelty) than deactivating moods.

Based on the above discussion in Section 4, we state that the long-pending
debates on g-factor of Spearman can be replaced by the new conjecture as follows:

* Kumar’s conjecture: g-factor should be replaced by mood which, under
favorable mental condition, can generate sufficient mental/neural energy
inside the brain to activate different cognitive activities.

Thus, “g” of Figure 2 is replaced by “mood” and generate a modified three
stratum approach to Cattell-Horn-Carrol (CHC) theory of intelligence shown in
Figure 3.

Carroll 1 e M . :u j;r 3 E
4 (1835 34 L § i
IS
Cattell-Horn : . E
R NI

Figure 3.
Modified three stratum approach to C-H-C theory of intelligence.
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6. Definitions of CHC abilities
These definitions are derived from an integration of the writings of Carroll

(1993), Gustafsson and Undheim (1996), Horn (1991), McGrew (1997, 2005), and
Schneider and McGrew (2012).

6.1 Fluid intelligence (Gg)

Figures 2, 3, Tables 1 and 2 provide the definition of CHC abilities.

6.2 Crystallized intelligence (G.)

It reflects the knowledge and experience of a person.

G, includes both declarative (static) and procedural (dynamic) knowledge.
Table 2 shows the definition of narrow crystallized ability.

Definitions of broad crytallized and fluid abilities are available in Figures 2 and 3.

Narrow Stratum I Name (Code) Definition

Fluid Intelligence (Gf) Induction (I) Ability to discover underlying characteristic of a problem.
General Sequential Reasoning (RG) Ability to discover rules to solve a novel problem.
Quantitative Reasoning (RQ) Ability for inductively and deductively reasoning.

Note. Definitions were derived from Carroll (1993) and Schneider and McGrew (2012).

Table 1.
Narrow Gy stratum I ability definitions.

Narrow Stratum I Name (Code) Definition

Crystalized Intelligence (G,) Depth and breadth of acquired knowledge.
General (verbal) Information (KO) Domain of knowledge.

Language Development (LD) Understanding of native language.

Lexical Knowledge (VL) Content of vocabulary for oral communications.
Communication Ability (CM) Speaking ability.

Grammatical Sensitivity (MY) Knowledge of grammar of native language.
Oral Production and Fluency (OP) Narrow oral communication skills.

Note. Definitions were derived from Carroll (1993) and Schneider and McGrew (2012).

Table 2.
Narrow G, stratum I ability definitions.

7. Approximate model of crystalized intelligence: a non-elusive attempt

Crystalized intelligence (G,) includes both declarative (static) and procedural
(dynamic) knowledge (see Section 6.2). In the following section, we try to model G,
in an approximate sense through deep neural network model considering only
declarative (static) knowledge. Convolutional neural network (CNN) is an imple-
mentation of deep neural network architecture. There are several variations of CNN
architecture, e.g. Alexnet, Inception, Resnet, Demnet, etc. Input to the CNN is a
static representation of knowledge represented by a matrix.

10
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7.1 Why CNN?

Suppose, we have a 28 x 28 RGB image. So, the total number of inputs in a
neural network will be 28 x 28 x 3 = 1872..

Let we have a 1000 x 1000 RGB image. In this case the total number of inputs in
a neural network will be 3 million, which is pretty large.

Since, the number of inputs have increased, the number of weight parameters,
will also increase. If there are 1000 nodes in the first layer, the number of elements
in the weight matrix of the first layer will be, 3 billion.

We see that with the increase in the dimension of the image, there is a huge
increase in the number of parameters, in a feedforward neural network. Thus, it is
pretty difficult to train a neural network with such a large number of parameters.

7.2 Computer vision problem

Suppose we have 6 x 6 grayscale image.

2 7 2 1 3
o 1 3 1 7 8
4 2 1 6 2 8
2 4 5 2 3 9

We wish to detect vertical edges in it.
So, the filter or kernel we use is as follows:

1 0 -1
1 0 -1
1 0 -1

The filter can be learnt using neural networks, which will determine the 9 values
of the filter.

We treat each element of the filter as parameters and learn these parameters
using back-propagation, similar to the ordinary neural network.

7.3 A short summary of convolutional operations

Summary of convolutions

11
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n xn image f xf filter

padding p stride s
{n+2p —f+1] y {n+2sp —f_l_l]

S

How to do convolutions on RGB Images?
Since an RGB image consists of 3 channels, we need to have 3 filters for each channel.
So, for an image 6 x 6 x 3, we need a filter of shape 3 x 3 x 3.

. * ‘

3X3X3 Kernel

HXWX3 RGB Image

How is this convolution computed?

As in 2D convolution, the first filter is convoluted with the Red channel, the
second filter with the Green channel, and the third filter with the Blue channel. The
values at each convolutional step are added over the channels to give the final result,
which will output a single channel, or a 2D matrix.

Suppose, the above 3 x 3 x 3 filter used is for detecting vertical edges. Now,
suppose that we also want to detect Horizontal edges. So, we need another 3 x 3 x 3
filter for that purpose, which will again output a 2D matrix.

By stacking the output of these two filters, we get as folows:

(H—f+1) x (W —f+1) x 2] output(consideringno padding).

The number of channels in the output is equal to the number of filters we are
using. And, the number of channels in each filter = number of filters in the input.
However, before stacking up the outputs, bias is added to the output and passed
through the activation function, which is then used as input to the next layer.
Convolutional Layer.

‘ *‘ ) .

Output

Image Filters

Now, there are various types of layers in a CNN:
1. Convolutional 2. Pooling 3. Fully Connected
Pooling Layers:

Let us consider a 2D matrix for Max-Pooling:

12
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1 3 2 1
2 9 1 1
1 3 2 3
5 6 1 2

Max pooling takes the max of the elements in a f x f region.

Suppose, we take a 2 x 2 filter, with strides 2, the output will be a 2 x 2 2D matrix.

Now, the elements in the output will be max of the elements in the 2 x 2 region,
the filter is passed over.

Going by this way, the output will be.

If we have a 3D input, the max-pooling output will have the same number of
channels as in input. If the number of channels in the input is 7., then the number
of channels in the output of max-pooling will also be 7,.

Average Pooling

Instead of taking the max of the elements, we take the average in this technique.

375 125

3.75 2

One important point to note about Pooling layers is that, there are no trainable
parameters in Pooling layers.
The two important features of CNNs are:

1.Parameter Sharing: A filter learnt can be used to detect a feature over all of
the input image.

2.Sparsity of Connection?: In each layer, each output value is dependent only
on a small number of inputs.

Unfortunately, Deep learning models are often problematic. Though Deep learn-
ing models are robust under declarative (static) knowledge, it is not sufficient under
procedural knowledge which refers to the process of reasoning with previously
learned procedures to transform learning. Further, several abilities being assessed by
psychometric intelligence tests are crystalized abilities which are acquired through
experience and which are not distinguishable from skills (multipurpose skills). On the
other hand, Al tests showed a focus on capabilities that enable new skill acquisition;
hence crystalized abilities are not acceptable for intelligent decision making [6].

8. Approximate model of fluid intelligence: a nonelusive attempt

In this section, we model, in an approximate sense, the above said concept of
fluid intelligence (G) for on-spot problem solving of previously unseen problems

13
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through meta-learning (learning to learn) approach. Inductive and deductive rea-
soning are generally considered to be the hallmark narrow ability indicators of G¢.

But in our study we do not consider such hallmark ability of G [7].

8.1 Meta-learning: learning to learn fast

Meta-learning, also known as “learning to learn”, intends to design models that
can learn new skills or adapt to new environments rapidly with a few training
examples. There are three common approaches: 1) learn an efficient distance metric
(metric-based); 2) use (recurrent) network with external or internal memory
(model-based); 3) optimize the model parameters explicitly for fast learning
(optimization-based).

We expect a good meta-learning model capable of well adapting or generalizing
to new tasks and new environments that have never been encountered during
training time. The adaptation process, essentially a mini learning session, happens
during test but with a limited exposure to the new task configurations. Eventually,
the adapted model can complete new tasks. This is why meta-learning is also known
as learning to learn.

8.2 Define the meta-learning problem

A good meta-learning model should be trained over a variety of learning tasks
and optimized for the best performance on a distribution of tasks, including poten-
tially unseen tasks. Each task is associated with a dataset D, containing both feature
vectors and true labels. The optimal model parameters are:

o* —argmlnEDNp 1 [Lo(D)] (3)

It looks very similar to a normal learning task, but one dataset is considered as one
data sample.

Few-shot classification is an instantiation of meta-learning in the field of super-
vised learning. The dataset D is often split into two parts, a support set S for
learning and a prediction set B for training or testing, D = (S, B). Often we consider
a K-shot N-class classification task: the support set contains K labeled examples for
each of N-classes.

Figure 4 shows an example of 4 shot 2-class image classification.

Training Testing

Train dataset #1: “cat-bird”

m@l&l-

§ birds h z ? *. Test dataset: “dog-otter”
doss 'mmﬁ

Train dataset #2: “flower-bike”
ST
miwmfg

Figure 4.
An example of 4-shot 2-class image classification. (image thumbnails are from Pinterest).
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From section 4.2, we understand that crystallized intelligence (G,) is an out-
growth of fluid intelligence (G). Thus the performance of crystallized intelligence
is influenced by a trace of fluid intelligence, though (G.) and (G) are two separate
distinct components in putative test of intelligence. Also from Figure 2, we under-
stand that the component reasons (G) and acquired knowledge (G.) are derived
from the top level mental (neutral) energy g. Hence to make a very ‘crude approx-
imate’ of three stratum theory of C~-H-C (see Figure 3), we adopt deep meta-
learning approach where we integrate the power of deep learning approach into
meta-learning. The (Gf) and (G,) are both derived from the top level mental
(neutral) energy as shown in Figure 2 and try to follow the hierarchy of three layers
to derive the broad and narrow abilities to perform the specific task of given job.
Here we consider the term ‘crude approximation, because the top level of Figure 2
or Figure 3 can never be reached by the present state of art of artificial neural
network. Specially “mood” at the top level of Figure 3 is a biological phenomenon
which generates sufficient mental energy (neural energy) inside the brain under
favorable mental conditions. Hence, under such circumstances we assume sufficient
neutral (mental) energy is generated for C-H-C theory to perform lower level of
cognitive process like crystalized and fluid intelligence.

9. Concept space of deep meta-learning

Figure 5 shows the concept space of deep meta-learning. Eq. (4) represents the
meta-learning process [8].

0 By o7 () T(L7(0109), £y (00,60) ) |, (4)

where g, O, and 0p are the parameters of deep meta-learning. We assume that
the top level mental (neural) energy is available for C-H-C theory of intelligence and
a crude approximation of C-H-C theory to mimic human intelligence can be achieved
through deep-meta-learning approach. In deep-metal learning approach we crudely
approximate to integrate crystalized intelligence (G, ) into fluid intelligence (Gy).

Bk LR

- %
B R .
4 Kover
R S ___ Cencepl s e
[|* Generator & 7 B _— - I E !
o F Lo L —-dRENs
Training set s . \ Learner i ﬂ l
ia- |/ -

L _Tesking set ¥
Few-shot smage recogration task

Figure 5.
Concept space of deep meta-learning.

10. Paradeigm shift from Von Neumann computing to neuromorphic
computing

So far, we have approximately modeled the psychrometric model of human
intelligence and implemented in Von-Neumann computer system. Now we seek a
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Structure of simple neuron.
|
Spiking Input
i b Dendrite
L Dendrite % Signal Direction i S ‘svnapse -
Spiking Input 2 Synapse T Synapse

Soma
De"%umﬂ body)

Speking Inpust

Figure 7.
Neuron design.

new type of computing device which is beyond Moore’s law and Von-Neumann
architecture. This new type of computer can proactively interpret and learn from
data, solve unfamiliar problems using what it has learned and separated with the
energy efficiency of the human brain [9].

Inspired by the working mechanism of the nervous system, the performance
development of the computing system has led to a novel non-traditional computing
architecture, namely, the neuromorphic computing system. The neuromorphic
computing system was proposed by Carver Mead in the 1980s to mimic the mam-
malian neurology using the very-large-scaled-integrated (VLSI) circuit. In order to
physically realize the biological plasticity of a synapse, neuromorphic is combined
with computing architecture memristors as electronic synapses.

Although fundamental functions of the brain are still under investigation, two
main elements: neuron and synapse are well studied at the cellular level. The
structure of a simple neuron is shown in Figure 6.

There are four main parts of each neuron, whose functionalities are summarized
as shown in Figure 7.

Several well-known neuron models are investigated, such as integrate and fire
IX model, Xitzhugh-Sitzhudh-Naguno (XN) model, Hodgain-Huxley (HH) model,
Leaky integrate an fire (LIS) model, etc.

11. Concluding remarks

In our non-elusive attempt to search for I (intelligence) in AI (Artificial Intelli-
gence), in the first part of this chapter, we crudely approximate the Cattle-Horn-
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Carrol (C-H-C) theory of intelligence (see Figure 3) through Deep-meta learning
approach where we integrate fluid intelligence (Gy) into crystallized intelligence
(G¢). Thus problem-solving in unknown environment and robust task specific
learning mechanism are combined. During this process of approximation of (C-H-
C) theory of intelligence, we realize that with the present state of the art of Artificial
Intelligence we can never reach the top-level g-factor/mood (see Figures 2 and 3).
Hence the approximation process is crude. Though, g-factor as proposed by Spear-
man is not well defined, the mood which is an alternative conjecture to g-factor is
basically a biological phenomenon which occurs inside the brain to generate suffi-
cient mental (neural) energy under the favorable state of mind as stated above to
perform lower level of cognitive activities. Thus, in the three stratum C-H-C theory
of intelligence, we set aside all the debates on g-factor and inherently assume that
such mental (neural) energy is already existing due to the above stated biological
phenomenon, i.e. mood. Thus the lower level of cognitive activities can be
performed. Hence we consider deep-meta learning approach to crudely approxi-
mate C-H-C theory of intelligence to mimic human intelligence in Artificial Intel-
ligence (AI).

In the second part of this chapter, we consider a paradigm shift from Von-
Neumann architecture to Neuromorphic computing. It is clear that an entirely new
way of thinking about algorithm development is required for neuromorphic com-
puting to break out of the Von-Neumann way of thinking. To develop new learning
methods with the characteristics of biological brains, we need to learn from cutting
edge research in neuroscience. As a part of this process, we need to build a theoret-
ical understanding of “intelligence”. Without the theoretical underpinnings, we
cannot implement true intelligent neuromorphic systems. One of the key features of
biological brains that likely enables speedy learning from limited examples or trials
is the structural features that are present in biological brains as a result of evolution
which should be customized through the learning process. A neuromorphic system
may include a long-term off-line training or learning component that may create
gross network structures or modules which may be refined and tuned by shorter-
term on-line training or learning component. The goal of a neuromorphic computer
should not be to emulate the brain. We should instead take inspiration from biology
but not limit ourselves to particular models or algorithms.

From the above study we understand that the present state of art of artificial
intelligence algorithms which are implemented through Von-Neumann computing
cannot model the top level factor (g-factor/mood) of three stratum C-H-C theory of
intelligence. Instead, with some assumptions about the top level factor (g-factor/
mood) present Al approach can realized some lower level cognitive activities of
fluid intelligence and crystallized intelligence. Thus the attempt to mimic human
intelligence by conventional Al algorithms is not that much successful as much we
except it to be through generalization of learning algorithm. On the other hand,
alternative computing tool, i.e. neuromorphic computing device may attempt to
adopt brain functioning for mimicing human intelligence provided the realization
of plasticity of synaptic activity is achieved through electronic devices. Under the
present scenario we should move towards native/natural intelligence (NI) which is
organic/biological and which is essentially based on biological model of human
brain. We should explore this new field and should no longer think of artificial
intelligence as machines, robot and software code; rather we should think of bio-
logical artifacts. Thus in future we should welcome biological AI or BIO-ALI
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