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Chapter

Mixed Reality: A Known
Unknown

Branislav Sobota, gtqﬁm Korecko, Mavidn Huddk
and Martin Sivy

Abstract

Mixed reality (MR) is an area of computer research dealing with the
combination of real-world and computer-generated data (virtual reality), where
computer-generated graphical objects are visually mixed into the real environment
and vice versa in real time. This chapter contains an introduction to this modern
technology. Mixed reality combines real and virtual and is interactive, real-time
processed, and registered in three dimensions. We can create mixed reality by using
at least one of the following technologies: augmented reality and augmented virtu-
ality. The mixed reality system can be considered as the ultimate immersive system.
MR systems are usually constructed as optical see-through systems (usually by
using transparent displays) or video see-through. Implementation of MR systems is
as marker systems (real scene will be added with special markers. These will be
recognized during runtime and replaced with virtual objects) or (semi) markerless
systems (processing and inserting of virtual objects is without exact markers.
Additional information is usually needed, for example, image and face recognition,
GPS coordinates, etc.). The chapter contains also a description of mixed reality as an
advanced computer user interface and the newest collaborative mixed reality.

Keywords: virtual reality, mixed reality, augmented reality, augmented virtuality,
optical see-through systems, video see-through systems, mixed reality interface,
collaborative mixed reality

1. Introduction

Mixed reality (MR) is the most advanced technology of today’s virtual reality
(VR) systems. It is the area of computer research dealing with a combination of
real-world and computer-generated data. Computer-generated graphic objects are
mixed into the real environment and vice versa in real time. Mixed reality, based on
Azuma [1]:

Combines real and virtual space

¢ Is interactive

Is processed in real time

Is registered in three dimensions

1 IntechOpen
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Mixed reality represents a combination of real and virtual worlds, where virtual
data are inserted into the real environment or vice versa. The main function of
mixed reality system is computer-based harmonization of real and virtual scene
coordination systems and overlap of virtual and real images.

The virtual fixtures were the first mixed reality platform developed in 1992 at
the Armstrong Laboratories of the USAF [2]. This project allowed virtual objects to
overlap with the real environment in a direct user view. At present, mixed reality
can arise using at least one of the following technologies: augmented reality (AR)
and/or augmented virtuality (AV).

Mixed reality technologies give to users the chance to get a new experience. This
solution, as already mentioned in classic VR systems, is particularly suitable for the
presentation of design, urban, and architectural studies. It is a preview of a new
form of visualization of real-world objects enhanced with virtual complementary
information. A model can be created using 3D modeling tools, respectively, using
direct export from, e.g., CAD tools, and they put into the real scene. The subsequent
resulting scene of mixed reality can be created using some of the AR systems
(marker or markerless). The correct placement of virtual objects in the scene is used
either by markers or by other positional reference devices (e.g., GPS). Virtual
objects together with the view of the real world create a mixed environment. They
form a solution that brings a totally new form of computing resources usage overall
in human-computer interfaces (HCI). In Figure 1 a principle of the system of
relations between the two areas/subjects is shown, and it cannot exist only on a
computer but also on any device/system. For example, a TV remote controller has a
user interface. This concept is valid also for mixed reality systems, but in this case
(MR), it must be more natural and more interactive (one subject is human). Thus,
MR can also be a good example of improving the interface for people with disabil-
ities or for their therapy (see also Figure 23). A very nice example is a study
described in the chapter “Using Augmented Reality Technology to Construct a
Wood Furniture Sampling Platform for Designers and Sample makers to Narrow
the Gap between Judgment and Prototype.” The 3D printing output was included
into mixed environment, and so limitations have appeared here. The form and state
of sampling through innovative experimental methods were simulated. MR system
design, aiming to quantify the objective data on furniture sampling on the shape,
was presented, but because the size of the 3D printing was much smaller than the
actual sampling size, the difference between the visual judgment of MR system
users and the spatial shape was affected. This demonstrates the importance of the
coordinate systems of the MR system components’ coordination in terms of the
interface’s naturalness (see also Figure 6).
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Figure 1.
Mixed reality as user interface concept.
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The AR environment contains both real-world objects and virtual (synthesized)
objects. For example, a user working with an AR system uses a display device (e.g.,
transparent display glasses or head-mounted display (HMD), monitor+camera
combination), and he can see the real world combined with computer-generated
(synthesized) objects displayed “as” on the surface of this world.

Augmented virtuality is similar to AR. Unlike AR, AV is the opposite approach.
With AV systems, most of the displayed scene is virtual, and real objects are
inserted into the scene. When a user is embedded in a scene, it is, like embedded,
real objects, dynamically integrated into the AV system. It is possible to manipulate
both, virtual and real objects in the scene, all in real time.

Both of these systems are quite similar, and both fall, as already mentioned,
under the concept of mixed reality. Mixed reality includes both augmented reality
and augmented virtuality. It is a system that attempts to combine the real world and
the virtual world into a new environment and display, where physically existing
objects and virtual (synthesized) objects coexist and interact with each other in real
time. The relationship among mixed reality, augmented reality, augmented virtual-
ity, and the real world is shown in Figure 2. An extended continuum by using of
terms such as real reality, amplified reality, mediated reality, or virtualized reality (see
chapter “Mixed reality in the presentation of industrial heritage development,”
Figure 1. Order of reality concepts ranging from reality to virtuality) is based on
Milgram’s continuum. Mediated reality is also included in Mann’s classification.

In Mann’s classification (Figure 3), the classification space is extended by
mediality [4]. It means mediality in the form of mediation. The mediation in terms of
this technology is an extended term encompassing certain objects of transferring
visibility (visualization) to another format, i.e., transforming objects into a “media”
form. And so, the mediation is understood as a process of transferring (transforming)

Mixed reality
(MR)

Reality Augmented reality Augmented virtuality Virtuality
(AR) (AV)

Figure 2.
Milgram’s continuum between veality and virtuality [3].
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Figure 3.
Mann’s classification of mixed veality systems (mediated veality continuum) [4].
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data within the object creation or movement, including a set of transformations
which allowed the transport of data for visibility (visualization). Overall, mediality is
understood as an interactive interface, i.e. the environment of different worlds con-
tact. It is, therefore, a measure of the possible interconnection between heteroge-
neous worlds using different forms of mediation (visibility, visualization).

Depending on how the user sees the mixed reality, these systems can be divided
into two types:

* Optical see-through systems—the user can see the real world (reality) directly with
the computer-generated (virtual) objects added (Figure 4a). These systems
typically work with HMDs with transparent displays. Then, in Figure 6 the R
connection is not realized, and the real scene view is directly through this display.

* Video see-through systems—the real-world scene complemented by virtual
objects is displayed to the user in a mediated manner, e.g., using the camera-
display combination (Figure 4b).

There are two MR systems used to coupling virtual objects with the real world:

» Marker systems—special markers are placed in the real scene that are
recognized and replaced by virtual objects during the runtime. QR codes or

EAN codes can be used as markers, in addition to specialized markers.

* Markerless (semi-markerless) systems—systems without (special) markers—contrary
to the marker AR, there is no need to have special markers in the real scene. GPS

position tracking

scene
generator

— reality

transparent
display
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(a)

real world image

| camera
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scene
generator

Ny

image
combination
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Figure 4.
Schematic representation of a mixed reality system optical see-through (a) and a video see-through systems (b).
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Figure 5.

Extended (a) and enhanced (b) mixed reality systems.
coordinates, Wi-Fi signal, camera output analysis (e.g. image recognition) and
other means are used to place a virtual object into the real scene. In semi-markerless
systems, real-world objects, naturally placed in the scene (e.g. a TV remote control,
a cup or a book), are used as markers.

Depending on the area where the MR system is operated, MR systems are
divided into:

* Interior MR systems
* Exterior MR systems
» Combined MR systems (both interior and exterior)

Depending on the geometric relation between the real world and virtual objects,
MR systems can be divided into:

* Extended (enriched) MR systems—without direct geometric relationships of
virtual objects with real world (Figure 5a, (discontinued Google glass are used
only as an example))

* Enhanced MR systems—with geometric relationships of virtual objects with
real world (Figure 5b)

Starting with Figure 5b, the examples presented in this chapter are results of the
LIRKIS laboratory at the home institution of the authors (Department of Computers
and Informatics, Faculty of Electrical Engineering and Informatics, Technical
University of Kosice).

2. MR system function

A standard virtual reality system attempts to fully immerse the user in a
computer-generated environment. This environment is maintained by a system
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whose displaying part is provided by a computing system with the virtual world
rendering graphical system. In order for the immersion to be effective, the user’s
mind and sometimes his body must identify with the visualized environment. This
requires that the changes and movements made by the user in the real world
correspond to the appropriate changes/movements in the provided virtual world.
Because the user is looking at the virtual world, there is no natural connection
between these two worlds, and therefore the connection (interface) must be
established. The mixed reality system can be considered as a definitive immersive
system. The user cannot be any more immersed in the real world. The goal is to bind
the virtual image with the user view. This linkage is most critical for AR systems
because we are (people) much more sensitive for visual inaccuracies than standard
virtual reality systems. Figure 6 shows the combination of displayed areas (coordi-
nating systems) that must be realized in the mixed reality systems.
The camera realizes a perspective projection of the real 3D world into the 2D
projection plane. The internal (focal length and lens curvature) and external (posi-
tion, viewing direction, or other settings) of the device accurately determine what is
displayed on the display. Virtual image generation is realized using a standard
computer graphics system (e.g., based on OpenGL). Virtual objects are displayed in
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a derived projection plane (screen). The graphics system requires information/data
about the real scene image to render synthetic objects correctly. These information/
data are applied to control of the virtual camera (computation of the inverse pro-
jection matrix) used to generate an image of virtual objects in the scene. This image
is then merged with the real scene image to produce a mixed reality output image
on the output display device.

The overall schematic way of implementing the MR system at the control and
data flow level (Figure 7) is derived from the implementation of conventional VR
systems. The biggest differences are at the input and output subsystem levels. This
is mainly determined by the use of some special devices, e.g., transparent displays
or gesture sensors. The abovementioned calculations of the inverse projection
matrix, parts of image composition/combination, or image and possible marker
recognition extend also the MR system kernel. In this case, the tracking subsystem
is very important as described in the chapter “An interactive VR system for anat-
omy training” (Figure 1, Conceptual Diagram (Tracking module)).

3. Implementation of MR system with markers

Several stages are required in the process of implementation of AR technologies
[5]. The first one concerns the preparation of virtual objects as 3D models. How-
ever, this can be performed by various technologies and principles. Therefore, the
creation of 3D objects is possible through the following:

* 3D modeling tools and applications (for instance, a Trimble Sketchup).
* Utilization of 3D scanners.
* Modification of the existing 3D model.

In the second stage, the whole model is verified and performed to the required
output format (OB]J, 3DS, GLTF, VRML, FBX, etc.). The type of output format
depends on the engine and graphics library, which utilizes the AR application. The
third stage contains the preparation of markers that are used for model placement
into a physical environment. The fourth stage focuses on marker detection when
the AR application is running. Then the proper visual output of the virtual object is
performed. Detection of AR markers is conducted in real time by runtime processes
that are responsible for visual output handling. Concerning the markerless MR
system, the third and fourth stages are omitted and replaced by technology able to
merge the real environment with included virtual objects.

The preparation of scenes purposed for mixed reality usage takes different
technological scopes than AR. Even though the basis of AR is utilizing markers,
there are still situations when some of them are out of detection range. In that case,
the detection failure occurs. Unlike AR, mixed reality is more powerful and user-
friendly which increase its usability for common usage. Utilizing depth-sensing to
scan the surrounding physical environment is more effective in producing more
enhanced visual content. All the virtual objects behave more naturally when they
are placed in physical surroundings. Mixed reality devices also utilize depth-sensing
to provide gestural interfaces for natural interaction. Mixing virtual objects and
user’s hands immerses human perception to manipulate virtual content more natu-
rally. Figure 8 contains a complete description of the whole process of creation MR
scene as well as shows the basic structure of own created applications. Some steps
are similar as in the case of a semi-markerless system (Figure 12).



Mixed Reality and Three-Dimensional Computer Graphics

Data
collection
|
v v
Marker Model
definition creating/editing |
¥ v
_ Marker Model
| creating/editing export
v -
Marker Model
recognition check sample rendering
= Marker
0K 7
+
Model
output
v
Link
> m odel and -
marker
I
Link function
0K ?
Real scene Create data for
. - .
input final scene

¥

Final scene
rendering

Figure 8.
Marked mixed reality creation process.

One of the problems of marker-based MR systems is marker design and size. The
most important factors of correct recognition are marker complexity, camera reso-
lution, scene lighting conditions and the distance between the camera and the
marker. A bigger marker improves chances for recognition. It is advisable to
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Runtime process of marked mixed reality system.

use markers that contain combinations of larger areas with high contrast
between them.

On top of already mentioned criteria, there are additional ones that have an
effect on correct recognition of marker—the whole marker needs to be in the field
of view of a camera; there is a problem with recognition if part of the marker is
covered. Difficulties occur as well under low light conditions and when marker
orientation toward the camera is not ideal. Too bright light source brings an addi-
tional set of problems as well as bright spots and reflections from the surface of the
marker. The marker does not necessarily need to be printed on paper or sticker and
surfaces with better contrast, and antireflective coating can be used. Another way to
tackle problems with recognition is to print a marker visible under UV light, etc.
The most used marked MR system is based on older ARToolKit software library
(Software library for building AR applications created by Human Interface Tech-
nology Laboratory: http://www.hitl.washington.edu/artoolkit/), and schematic dia-
gram of runtime process based on this library is shown in Figure 9. The one
example of a typical AR Toolkit usage is presented also in the chapter “Augmented
Reality as a new and innovative learning platform for the medical area” (see
Figure 1. Image of a two-dimensional (2D) human heart placed in front of a camera
where typical ARToolKit marker is used).

4. Mobile mixed reality implementation

Mobile mixed reality introduces an intelligent interface accessible for mobile
devices. This technology originated outside the primary interest, for which the MR
was invented [5]. Mobile MR can be performed by utilizing these technologies and
services:

* Global positioning.

¢ Wireless communication.

¢ Location-based calculations.
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¢ Location-based services.
e Mobile devices.

Each of the mentioned services and technologies provides localization of virtual
objects and performs their proper visual output. Concerning mobile data services,
the virtual object can be placed globally around the world without the limitation of
geographical distances. The biggest challenge in mobile augmented reality is track-
ing and registration. Mixed reality applications include two separate components,
which cover a whole process from setting markers and 3D models to producing
visual output. The first component introduces a standalone application. Its main
objective is to combine markers and 3D models into “datasets” and upload them to a
server or networked storage. The second component contains a mobile application,
which obtains datasets from the network and then renders whole 3D content. The
overall design and functionality are described in Figure 10.

The standalone application can be written in C#. The mobile application (e.g.,
android app), however, is more complex. Usually, a software library support is
needed. Two libraries working together can be used: Vuforia and min3d or a similar
one. The first one (main part), Qualcomm AR/Vuforia (http://www.qualcomm.
com/solutions/augmented-reality), is a library developed by Qualcomm Inc. com-
pany, especially for mobile devices. This library is meant for marker detection and
simple 3D model rendering. The second one is meant to be a simple 3D engine, but
in this case, it can be used solely only for 3D model rendering. Also, another library/
framework can be used. The output is combined similar to Figure 6.

Because of the limited 3D model capabilities Vuforia has, the library will be
modified so that it does no rendering at all, only marker recognition in the camera
output. All rendering will be done by the 3D rendering library (min3d) based on the
data it receives from Vuforia. The main disadvantage Vuforia library is the way to
build markers for augmented reality. These markers must be made on the official
site of the library.

[ Server ][ Server ]

Browsing and
downloading
datasets

Adding and
editing datasets
on servers

Windows
application

Mobile
application

Figure 10.
Mobile mixed reality application architecture.
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Figure 11.
Examples of the “augmented veality screen” on mobile (android) platform.

Then the augmented reality screen is the most important part of the application. It
creates an augmented reality based on the dataset users choose. The resulting
application is fully capable of creating an augmented reality, with the output
displayed in Figure 11.

5. Implementation of markerless (semi-markerless) MR system

As it was already mentioned, it is more difficult to implement MR systems
without exact markers (so-called semi-markerless and markerless systems). The
whole process then uses objects that occur in the environment normally instead of
artificial markers. It also utilizes other means, such as recognition of images, ges-
tures or faces, depth cameras, 3D scanners, and GPS or Wi-Fi signal strength.

This technology can be divided into three types, which differ in the way the
position and orientation of the inserted graphical entity are obtained:

1.By recognizing observed objects in the real environment, e.g., detection of
points, edges, lines, etc.

2.By recognizing planar surfaces, e.g., texture recognition (semi-markerless
systems)

3.Using information from another source, e.g. GPS

Regarding the first type, to be able to add a virtual object to a real environment
(image), captured by a camera, we need to know the exact position of the virtual
object. But the position changes when the camera is moved. In practice, this means
that the virtual object remains fixed in the real image in the real environment and
the look on it changes with the camera. The key part of this technology is environ-
ment tracking (scanning). This means that the system is always checking the posi-
tion and orientation of the camera as well as detecting certain natural
environmental clues (points, edges, etc.). Using these clues, we can add more
graphical information to the image. And we know the position and orientation of
the inserted virtual object. It is a computationally demanding process, considering
that it should be computed in real time. It is appropriate to apply parallelization
when implementing it.

The second type uses planar surface recognition. The planar surface may be a
painting, a book cover, a photograph, a face, and so on. This technology is similar to
the marker-based MR. However, it uses a specific rectangular planar surface
(painting, photo, etc.) instead of an artificial marker. Various filters, as well as
methods to identify significant points in the image, are used to recognize a texture

11
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Figure 12.
The architecture of the semi-markerless system.

in the image. In this case, however, the computational demands of the application
significantly increase, especially when detecting recognized shapes. How an MR
system of this type works is shown in Figure 12. In this type of system, a learning
phase is required. The learning phase involves scanning the environment for exam-
ples of objects we need to recognize and acquiring templates of these objects, e.g., in
the form of their photographs.

The third type is used primarily in smartphones (see previous subchapter
“Mobile MR implementation”). It uses the phone camera, which scans the place
where the user is looking. Using GPS, the system will detect where the user is
and which points he has in his surroundings. The digital compass of the smartphone
is used to determine the direction in which he is looking. The use of these features of
the smartphone (camera, digital compass, GPS) allows creating MR applications.

The principle of creating an MR without exact markers is similar to creating an
MR with exact markers (Figures 8 and 9). However, there is a significant difference
in the method of recognizing the original and positioning it in the real scene image.

How markerless (semi-markerless) MR works can be, on the basis of Figure 12,
described by the following steps:

1. After initialization, the camera constantly captures the real scene and sends the
video to the computing system for processing.

2.The software processes the captured image by frame and searches for the
pattern(s)/object(s) in the image using the selected detection method.

3.The position and orientation of the object/s (pattern) are computed after it is
recognized (computer vision area).

12
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4. After the position and orientation are known, the virtual object model is placed
at the position.

5.The user sees the real scene, as captured by the camera (video see-through
systems) or as seen through the transparent display (optical see-through systems),
with the virtual object added.

Steps 2 and 3 are essential and the most demanding ones. The most
commonly used methods for image recognition are based on SIFT and SURF
algorithms.

* SIFT means scale invariant feature transform. It is named after the principle it
uses—it transforms images to coordinates independent from the scale. It is one
of the more recent methods for significant point detection. In [6], David G.
Lowe says that the points found do not depend on scale, rotation, affine
deformations, noise, and illumination changes.

* SURF (speeded-up robust features) is a more recent method, inspired by SIFT.
The description of an image, generated by this method [7], is invariant to
image rotation and distance between the camera and the described object.
SUREF is used in many computer vision applications, for example, 2D and
3D scene reconstruction, image classification, and fast image description
creation.

The implementation of semi-(markerless) mixed reality consists of four main
components: initialization, tracking and recognition, pose estimation, and MR scene
[8]. The architecture of the semi-markerless mixed reality system is shown in
Figure 12. The implementation of this system required two additional platform-
dependent software packages. The first one was NyARToolkit (https://nyatla.jp/nya
rtoolkit/wp/) with the core of the mixed reality construction and also an imple-
mentation of mathematical calculations used for determination of the pattern/
object position. The second one was the Emgu.CV software library (http://www.
emgu.com), which provides the already mentioned SURF method implementation
for the detection of patterns/objects in the image.

The component initialization sets some parameters of the camera, pattern/
object, and 3D object.

The component tracking and recognition recognizes the pattern/object from the
image captured by the camera. This step can use the SURF method, e.g., from the
software library Emgu.CV. This method describes the image by using descriptors.
The description with the descriptors generated by this method is invariant to rota-
tion and camera distance from the object being described. Interest points obtained
by this method are shown in Figure 14. 3D scanning technology and followed
recognition can be used also in this component. However, a detailed description of
this method goes beyond the scope of this chapter.

The component pose estimation calculates the transformation matrix, for the
establishment of the three-dimension coordinates on the pattern/object. For the
calculation (based on [9]) itself, it is necessary to know the projection matrix,
which is obtained by camera calibration. The most important part of the calculation
is to obtain a transformation matrix that determines the location of the 3D virtual
graphic object into 3D space. Placing the virtual model into the real world is needed
to determine the parameters of the transformation matrix. In case we have a pattern
(square/rectangle) as shown in Figure 13, determination of the transformation
matrix parameters is as follows (1) and (2):

13
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T.m (transformation from pattern coordinates to camera coordinates) is
obtained by analyzing the input image. This transformation matrix consists of the
rotation matrix (V3,3) and the translation matrix (W33). Two parallel patterns
edges (margins) are reflected in the image. Coordinates of these edges correspond
to the equations of lines (3):

11 2ﬂ1x—|—b1y—|-(,‘1 =0 (3)
lzza2x+b2y—|—62:O

The determination of the line parameters can be calculated in several ways. One
of them is a calculation of parameters, if we know at least two points that lie on this
line. Because pattern/object has a square or rectangle shape, we can obtain coordi-
nates of its four vertices in the screen coordinate system. These coordinates are
obtained using the SURF method after pattern/object recognition in the video
image. Denote the pattern as a rectangle ABCD (Figure 14). Edges AB and CD are
parallel. Corresponding equations for these edges are equations of lines /; and [, (3).
Also, the edges BC and DA are parallel and their equations are /5 and /4.

Camera coordinates

Camera screen
. XC
coordinates

v Xm
K -
m" ™ Pattern coordinates - E =

Zyy up direction

Figure 13.
The relationship between pattern coordinates and the camera coordinates.
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Figure 14.
Rectangle ABCD and interest points obtained by SURF method.

Figure 15.
Semi-markerless augmented system. The virtual model is displayed in the real world.

Determination of line parameters /;:
1.Finding of direction vector line

u = |AB|, Ala1, 2], B[b1, ba).
2.u1 = b1 —ai;uy = by — as.

3ﬁ = (u1,u2).

15
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4.Determination of the vector that is perpendicular to it: n = (u2, —u1).
5.Substitution of the values into the general equation of the line ax + by + ¢ = 0:

U —ugy +c = 0.

6.Substitution of the values x and y for the point that lies on a line such as
coordinates of point B and computation of the parameter c.

In a similar way, the general equations of lines /,, /3, and [, are obtained. The
next procedure is to calculate the rotation and translation part of the transformation
matrix.

The last component MR scene displays the virtual model in the real world. To
view mixed reality, an appropriate rendering core can be used. The example result
is shown in Figure 15.

6. Mixed reality as user interface and gesture recognition

Gestural interfaces offer various features to provide hand tracking for nonverbal
interaction [10]. In the mixed reality, hands are the most effective tools that can be
used for natural hand-object manipulation. Unlike touch interfaces, there is an
opportunity to work with a variety of gestures and transform their semantics to
specific commands. Gesture-based interfaces give users the freedom to interact
without any limitation than using contact VR controllers.

Considering human-computer interaction (HCI), gesture recognition is
performed by a digital system that senses users’ handshapes and responds to them
[11]. Handshapes are equal to visual patterns, which are recognizable in real time.
Nowadays, there are several technologies that can provide full hand tracking.

The Microsoft HoloLens (MS HoloLens) introduces an all-in-one head-mounted
display, which supports the complete head and hand tracking. In contrast to other
MR systems, the MS HoloLens can provide two-handed gestures to ensure more
intuitive interaction [12]. The gesture recognition utilizes an infrared depth camera
which senses the reflection of the user’s hands [13].

The similar technology as MS HoloLens is Microsoft Kinect (MS Kinect), which
provides motion sensing of the human’s rigid body and hands [14]. The gesture
recognition and body tracking utilize the same principles based on the depth sensor
including an infrared laser projector. In contrast to MS HoloLens, the MS Kinect can
sense multiple persons concurrently, who can interact together [15].

In general, mixed reality focuses on gesture recognition to intent powerful and
natural HCI. The utilization of IR sensors proves excellent results in development and
research [16]. One of the specific systems is VirtualTouch. The system supports
human-object interaction [17], where virtual objects are merged into physical ones.
The user operates with a physically based object which is wrapped by its virtual entity.

In mixed reality, gestures can be utilized to perform a single event or continual
activity. The majority of gesture recognition considers two categories that consider
gestures duration:

* Static gestures (considered as events executed in the shortest time intervals,
Figure 16)

* Dynamic gestures (considered as an activity with longer time duration, Figure 17)
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Figure 16.
Clicking on hologram, static gesture utilization.

Figure 17.
Continuous hologram manipulation by a hand, dynamic gesture utilization.

6.1 Static gestures

The recognition of static hand gestures (Figure 18) in mixed reality uses the
identification of hand poses in a stream of image frames [18]. The static gesture
represents an event executed in the shortest time intervals [19].

Gestural interfaces based on static gesture recognition include several stages to
process gesture inputs. The first stage concerns hand tracking technology able to
sense human hand in real time. This is usually supported by depth sensors or
infrared cameras. In the second stage, the image sequence is performed. The hand
detection obtains a hand posture from the image sequence. Using a variety of
detection techniques [20] can filter different hand poses. In the third stage, the
image segmentation preprocessing is provided. Then all of the detected hand
regions are filled by contrasting colors and sharpened on boundaries. The final hand
boundary representation is necessary for gesture recognition [21]. In the fifth stage,
the obtained gesture is compared with records from gesture datasets. If the
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Figure 18.
Detection of static hand gesture interaction in real time.

classification of detected gesture is similar to its dataset record, then recognition is
successful. In the final stage, the gesture is executed into the output command.

The advantage of static gesture recognition concerns the storage of gestural dataset
records in simple readable structures such as images and text files. On the other hand,
the preparation of new gestures requires the preparation of large dataset records.

6.2 Dynamic gestures

Continuous dynamic gestures (Figure 19) represent the activity sensed over a
long time during which the movement of the human hand or limb is carried on [22].
The reason for utilizing continuous gestures in mixed reality refers to the interac-
tion based on continuous manipulation of a virtual object. In contrast to static
gestures, the preparation of dynamic gestures utilizes diverse principles in tracking
[23]. While static gestures contain detection of hand posture, dynamic gestures
equip motion tracking. The motion tracking performs real-time detection of the
user’s hands and limbs concurrently.

Most mixed reality systems support dynamic gestures to provide natural inter-
action. During the continual activity, the user can pick up virtual objects and
manipulates them. This activity is triggered by static gestures that manage the
beginning and terminating of dynamic gestures. As shown in Figure 20, before the
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Continuous Tracking Hand point

gesture location

? Trajectory
segmentation
Execution ( Taiact
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Figure 19.
Performing continuous dynamic gesture vecognition.
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Figure 20.
Performing continuous dynamic gesture recognition.

activity starts, the trigger gesture is obtained. The whole activity (dynamic gesture)
can last over a long time, while the user interacts with virtual content. After the
activity fulfills, the ending gesture terminates the action.

7. Mixed reality speech recognition

The human speech represents the most common form of everyday communica-
tion [24]. In terms of human communication, extending mixed reality with speech
recognition has an effective approach to provide multimodal interfaces. Through
voice commands, the user can naturally communicate with the system [25]. This
kind of interface frees the user from the touch or haptics interaction. Speech com-
mands can be helpful in situations when users perform activities that engage their
hands. The uniformity of speech recognition interfaces results in excellent usage on
different platforms. Nowadays, mixed reality applications are utilizing speech
interfaces in fields of education, research, medicine, and industry (Figure 21).

The whole process of speech recognition includes four stages which concern the
following [26]:

* Analysis of speech inputs

¢ Feature extraction

Speech y
signal —){ Feature Extraction
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-
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Figure 21.
Performing speech recognition.
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* Speech recognition
* Decoding output command
7.1 Analysis of speech inputs

In the first stage, the system obtains speech inputs. The speech input can include
one or even several words. After the speech input is recorded, it is important to
convert its representation into the analog signal.

7.2 Feature extraction

The speech input can contain surrounding noise that affects the purity of speak-
ing voice. This step focuses on extracting two waveforms from the input, the whole
speech, and environmental sounds. The speech input is purified using various
techniques based on spoken context, pitch and variation, duration, and frequency
of speaking. Most of the mixed reality systems utilize the artificial intelligence
components that provide automated feature extraction in short time intervals.

7.3 Speech recognition

This stage concerns the modeling techniques by using the acoustic and language
model [27] to identify words in the speech input. The acoustic model works with
audio records and process statistics of every spoken word to recognize syntax. The
language model recognizes the semantics resulted from the speech input and detects
the language in which the word is spoken. After performing speech identification,
the final words are formed.

7.4 Decoding output commands

After finishing word recognition, the output command is performed. Each of the
commands can perform various functions according to final use. Their functionality
is fully unlimited. The speech recognition in mixed reality commonly prefers
shorter speech inputs that are more effective than sentences. One-word commands
are more specific and user-friendly.

8. Collaborative mixed reality

Mixed reality increases users’ experiences utilizing gestural and speech recogni-
tion. This feature becomes useful for providing collaborative environments with
multiuser interaction. Unlike other collaboration systems, collaborative mixed real-
ity (CMR) offers a virtual and physical environment, where members can interact
together. In fact, there are many systems designed for CMR purposes.

The CoVAR [28] introduces a remote collaborative system supporting VR and
MR technologies. Participants can collaborate within the same local real-world
environment or remotely. In the locally based collaboration, the MR user captures
the surrounding physical space and shares its 3D model with other VR users. The
remote collaboration utilizes the same principles but also a network to share a
collaborative environment over long distances. The whole system primarily utilizes
MS HoloLens for MR and HTC Vive for VR usage. In the case of interaction, the
system inputs are formed to support head gaze, eye gaze, and hand gestures. The
head gaze equips technologies included in VR and MR devices concerning the
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Figure 22.
An example of virtual collaborative envivonment with multiple avatars.

spatial mapping and head tracking movement. The eye gaze is supported by the
Pupil Labs system, which tracks eye movement to ensure eye to object interaction.
Gesture input is supported by hand tracking, for which MS HoloLens (in MR usage)
and LeapMotion (in VR usage) are responsible.

The next of CMR systems called Vishnu [29] is concerning the mediation of
virtual and real environments for remote guiding on a global scale. The system
prepares separate visual outputs for MR and VR platforms. The whole collaboration
focuses only on the objects that are captured by the MR side. The MR creates a real-
time 3D scan and shares it with the VR side. The VR participant is able to manipu-
late a 3D scan and also can work together with the MR participant. The technolog-
ical scope of the Vishnu includes hand tracking (OptiTrack and Kinect) and video-
see mode through Oculus Rift stereo cameras for MR usage.

Another system [30] related to remote guiding through collaborative mixed
reality utilizes 3D point cloud data. Two collaborators, the local worker, and remote
helper can operate in a commonly shared environment. Both are using the same
head-mounted technology (Oculus Rift DK2). The local worker captures his
workspace through Oculus stereo cameras and distributes real-time visual output to
the remote helper. The hands of the remote helper are captured by a depth sensor
continuously. Their 3D point cloud overlays the visual output of the local worker
even if it necessary to guide him.

The next point cloud collaboration [31] focuses on remote Telepresence where
MR and VR are used to engage physically presented (on-site users) and remotely
shared users (remote users) in one shared space. The on-site users are physically
available in the same physical environment, while the remote users are connected
over the network and presented by their 3D point clouds. The system affords
interaction between all participants through high-res point clouds that include
realistic bodies. All point clouds are captured by depth-sensing through Kinect V1
and V2. The interaction is performed by a gestural interface equipped with free-
hand tracking through MS HoloLens and Leap Motion.

The LIRKIS G-CVE [32] introduces global collaborative virtual environments
that are fully compatible with mixed reality usage (Figure 22). Unlike other collab-
orative mixed reality software and systems, the LIRKIS G-CVE is accessible through
web browsers that ensure cross-platform support for a variety of VR, MR, and AR
devices. All collaborative environments are distributed over the network. The sys-
tem includes several interfaces, which enhance user interaction. There are gesture
recognition, haptic interaction, and voice commands. The haptic interaction utilizes
VR controllers equipped with three and six degrees of freedom. These immerse
participants to interact more naturally and improve object manipulation. Gesture
interface offers an intuitive object manipulation through MS HoloLens as grabbing,
pulling, throwing, and stretching 3D object. These are currently limited to using
only one hand than both. LIRIS project used MR and MS HoloLens for rehabilitation
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Figure 23.
An example of a patient’s view in rehabilitation process using MR.

of patients after stroke, and training of movement of their hand is also very impor-
tant. A patient uses MS HoloLens, and he can see real hand and also phantom virtual
hand with appropriate movement. Then he can try to perform the suggested move-
ments. An example of a patient’s view is illustrated in the Figure 23.

The voice commands perform multimodal user inputs when utilizing other
interaction techniques. Interacting through voice is limited to simple commands
that are responsible for simple operations (enable and disable functions, hiding and
showing 3D objects).

9. Mixed reality and SMART environment simulation

Building a SMART household without testing and implementing it into real oper-
ation is complicated and can be very costly. Therefore, simulators are created. The
study [33] identified areas in which smart intelligence simulation research is being
conducted. The study [33] shows an overview of some simulation tools analyzed for
the SMART household. Figure 24 shows the view from a created simulator of a
SMART environment using freeware technologies such as Blender, Python, and
JavaScript. The program serves to visualize smart home simulation with few basic
appliances, which are used to present the way the simulator works. These appliances
can be controlled using the control panel or with a direct approach using clicks and
context menu. The control panel sets the profiles for appliances’statuses. It is possible
to move freely in the household and interact with the appliances.

Figure 24.
Simulation model of SMART household (left) and real SMART household user interface control (vight).
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The user interface consists of a scene containing the model itself with appliances
and other functional and nonfunctional object models. This simulation model and
its smart appliances can be visualized as part of the mixed reality, using Microsoft
HoloLens or other data helmets that can run a web browser. In this mode, the user
can freely move and control appliances, such as turning on/off the television, lights,
sunblind, etc. Users can also choose or modify one of the existing presets. Choosing
presets, all appliances will set appropriate states based on the selected profile. For
example, choosing “away from home” will turn off lights and TV and lock the
doors. In such simulated environment, more users can collaborate because all
requests and responses are done on the backend server and all users have actual data
about simulated appliances states. This interface is also suitable for controlling

households with handicapped people.

10. Conclusion

Mixed reality research is progressing quite well, although it requires significant
financial resources. On the other hand, this technology offers a very immersive
experience for its users. Mixed reality allows to bring gaming, education, training,
and presentation of various kinds of designs up to an entirely new level. It repre-
sents a new form of visualization of real objects, extended with virtual information.
Models can be created using 3D modeling tools, including CAD software, and
inserted to a real scene. A mixed reality scene can be then created using one of the
available augmented reality systems. The correct placement of virtual models inside
a scene is ensured either by markers or by a combination of recognizable objects
from the real environment and additional information from other sources, such as
positioning systems. Together they create a solution that brings a new form of
computing resource utilization.
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