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Chapter

Robust Nonlinear Control Strategy
for Small Wind Turbines: A Case

Study

Ridha Cheikh and Hocine Belmili

Abstract

This chapter presents a case study of robust nonlinear control strategy using
nonlinear feedback control technique based on Lyapunov theory and associated
with robust control laws. The proposed approach aims to enhance robustness of the
wind turbine control scheme. In fact, we selected as a case study, the most used
electrical generator in small-scale wind applications, the Permanent Magnet Syn-
chronous Generator (PMSM). Indeed, the control strategy presented in this chapter
allows an efficient operation of the wind turbine in the standalone operating mode,
offers a nonlinear handling of the WECS(s) and guarantees maximum wind power
harvesting and robustness against critical working conditions. Talking about stabil-
ity, in several wind generator control schemes; a such classical PI controllers-based
scheme can easily be disturbed by any uncertainty of the system parameters, thus,
in this chapter, we focused on how to overcome this issue by proposing a robust
control strategy based on nonlinear controller derived from the Lyapunov Theory.
The chapter presents numerical simulations within Matlab/SIMULINK environ-
ment. These results proved the effectiveness and the benefits of the proposed

approach.

Keywords: WECS, PMSG, eigenvalues, nonlinear feedback control,
Lyapunov theory, robust control

1. Introduction

During the last decade, the world has known a significant increase in electricity
production from renewable energy sources, due in part to the liberalization of the
electricity market, which has attracted the greed of new producers who are oriented
towards cheaper productions (cogeneration, biomass, wind, etc.) and not in overly
heavy investments (thermal power plants), and, secondly, because the emerging
ecological awareness on climate change due to the emission of greenhouse gases has
resulted in a political will that results from international protocols, such as Kyoto
1997 and Paris 2015, to encourage the use of clean and renewable energies for
electricity generation [1].

Currently, wind energy is an important part of renewable energy production.
Based on statistics from the Global Wind Energy Council (GWEC), more than
50 GW of clean, emission-free wind power was installed in 2018, bringing total
installations to 591 GW globally; those statistics forecast that the global installed
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capacity can reach more than 817 GW by 2021 [2]. However, as the wind energy is
very different from conventional sources, it is an intermittent energy source that is
not continuously available for conversion into electricity and outside direct control
because the used primary energy cannot be stored, it may be predictable but cannot
be dispatched to meet the demand of an electric power system. Thus, the rapid
growth of wind energy penetration into power systems causes many problems
regarding the power flow control flexibility, which has forced many countries to
revise their grid codes to ensure stable and reliable network operation. Power
systems can reach very high wind penetration levels, as is the case of Denmark
(42.4%), Germany (14.8%) and Spain (14.1%) [3, 4].

Nowadays the major challenge of the wind energy industry is to respect the
deferent electrical grid requirements of each country; this means that power sys-
tems doest accept except a pure and balanced electrical energy comes from wind
farms and in case of grid disturbances; those wind farms have to remain connected
and support the grid to avoid black outs [5, 6]. As a result, the successful installation
of wind turbines subject to requirements imposed by any country’s energy market
will not be possible without the contribution of advanced and robust control
strategies [7].

Currently, wind turbine technology is almost based on two topologies: fixed
speed-based topology (FST) which uses Induction Machines (IMs) and variable
speed-based topology (VST) which generally uses Double Fed Induction Machines
(DFIMs) or Permanent Magnet Synchronous Machines (PMSMs) [8].

However, the FST topology is recognized by many advantages such as costless
and no complexity even more, nevertheless it has many disadvantages such as lower
efficiency; power fluctuations in the grid due to wind gusts, short life cycle due to
significant efforts undergone by its structure [9]. Thus, even the wind system
complexity will increase, but VST, in which power fluctuations could be reduced
and hence wind gusts can be stored as kinetic energy in large rotating masses, has
been proposed to mitigate all drawbacks of FST.

In recent years, choosing the type of the electrical generator of WTs is a serious
subject of several research works. This component represents the heart of a WT; it is
used to produce electric power with lower cost and under variable nature of the wind
speed. In the wind industry, two types of generators dominate the sector: (a) the
Permanent Magnet Synchronous Generator (PMSG) with very low inertia, high
volumetric torque, good efficiency and better controllability, which, furthermore,
with the possibility to direct drive train, has become a serious competitor of (b) the
Double Fed Induction Machines (DFIG). This latest (DFIG) is the most used in wind
industry sector due to the ability to control powers flow with significantly improved
yield. The DFIG can operate in different speed modes (sub-synchronous, synchro-
nous and super-synchronous). Due to the progress of modern technologies, the use
of the DFIG in large power scales seems to have become a more efficient solution for
electrical energy generation whether for onshore or offshore installations [10-12].

Therefore, developing robust nonlinear control algorithms for electro-
mechanical systems actuated by different types of electric machinery, emphasizing
system stability and robustness, is a very essential issue [13]. Under this scope, this
chapter proposes a robust nonlinear control strategy based on Lyapunov Theory of a
standalone Permanent Magnet Synchronous Generator (PMSM). Therefore, the
chapter is focused on the design of nonlinear control strategy using the nonlinear
feedback control techniques and Lyapunov theory to guarantee robustness of the
wind energy conversion systems.

Finally, based on simulation results, a general conclusion is presented in this
chapter showing the performance of the proposed control strategy used for the
studied wind turbine.
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2. Lyapunov theory and robust control association
2.1 Lyapunov theory fundamentals

The theory introduced in the late 19th century by the Russian mathematician
Alexandr Mikhailovich Lyapunov is generally the most useful approach for analyz-
ing the stability and designing control of linear or nonlinear systems. In fact,
Lyapunov’s work for stability problems includes two methods: the so-called linear-
ization method and the direct method. The linearization method draws conclusions
about a nonlinear system’s local stability around an equilibrium point from the
stability properties of its linear approximation [14]. However, the direct method (or
second method) is not restricted to local motion, and determines the stability
properties of a nonlinear system by constructing a scalar “energy-like” function for
the system and examining the function’s time variation [15]. In other words, the
direct method is a generalization of the idea that if there is some “measure of
energy” in a system, then we can study the rate of change of the system’s energy to
ascertain stability [16]. In this chapter, we will focus on the direct method for the
control scheme design.

2.1.1 Lyapunov’s direct method concept

Lyapunov’s direct method for stability is now referred to as the Lyapunov
stability criterion and makes use of a scalar “energy-like” function V(x), which has
an analogy to the potential function of classical dynamics.

It can be introduced for a system x = f(x) having a point of equilibrium atx = 0.
Consider a function V(x): R* — R such that

* V(x) = 0if and only if x = 0. V(x) > 0 if and only if x # 0.

e Vix) = LV (x) = Z:’:lg—x [(x) = VV f(x) <0 for all values of x # 0.

For asymptotic stability, the condition V(x) < 0 for x # 0 is required.
Then V(x) is called a Lyapunov function and the system is stable in the sense of
Lyapunov.

2.1.2 Stability of a linear system

Consider a linear system described by its state space model as follows:

X = AX (A is a finite matrix), we can say that A is asymptotically (or exponen-
tially) stable if all its eigenvalues’ real parts are negative; in other words, all the
system states will converge to the vicinity of their equilibrium points [16].

The above stability condition can be verified equivalently through Lyapunov
concept, using the quadratic Lyapunov function as follows:

V = X'PX with P is a symmetric positive definite matrix,

e If X #£0— X'PX>0

e then V = X' PX + X'PX. Replacing the value of X we have the following:

V = X'(A'P + PA)X = —-X'QX, so, A'P+ PA = —Q
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The stability condition is that V < 0 so the matrix Q should be positive definite
for some definite matrix P = P [17].

2.2 Modeling of parametric uncertainty for AC machines
2.2.1 Resistance variation

Heating of the machine windings due to temperature increase causes an increase
in stator and rotor resistances. This variation can be generally presented in the
following relation:

R =Ro(1+aT)

where « is the temperature coefficient value (~4.1 X 1073) and T is the temper-
ature in degree Celsius.

2.2.2 Inductance variation

The variation of the inductances is caused by the saturation of the ferromagnetic
materials of the machine. The dynamics of this variation and that of currents cannot
be considered slow [18].

2.2.3 Skin effect

This concerns the induction machine; in fact, the rotor bars’ resistance increases
with the value of the frequency of rotor currents. An increase in the frequency
causes a backflow of the currents to the periphery of the bars. The variation of the
resistance of the bars is calculated numerically using a finite element method [18].

In steady-state operation, that is to say in the absence of parametric distur-
bances, the machine parameters take nominal values.

In general, the machine parameters are subject to unknown variations resulting
from the different situations in which it evolves. The variation of the resistances is
directly related to the fluctuations of the temperature of the machine; whereas the
variations of the inductances are related to the phenomenon of magnetic saturation.
This type of disturbance is called structured uncertainty.

From above, let us express the electrical parametric variations of the machine,
such as:

Rs,r - Rgr + ARS,V’ Ls,r - LSO’;» + AL:,V

G—>00+A0,TV—>TB+ATV

2.2.4 Global uncertainty model

For an AC machine represented by the nonlinear system below:

{x =f(x) +g(x)u
y = h(x)

To globally model uncertainty of the previous system, we can rewrite it as
follows:



Robust Nonlinear Control Strategy for Small Wind Turbines: A Case Study
DOI: http://dx.doi.org/10.5772/intechopen.9o 750

{xszr+Af@%+@@)+Ag@»u
y = h(x)

where the exact part of the plant is represented by the functions (f, g, h), while
(Af, Ag) represent the uncertain part of the system [19].

A robust control of the uncertainty is not guaranteed by the linear control law.
Thus, one should design a robust law based on the Lyapunov theory to achieve an
input-output stability and robustness against uncertainty [19].

3. Case study: robust control of a standalone WECS-based PMSG
3.1 System modeling

The schema of the real studied system is presented in Figure 1(a). However, for
simplification purposes, and due to the power electronics and local grid dynamics
being much faster than other system dynamics, it will not be considered and the
simplified system is presented in Figure 1(b) [14].

From Figure 1(b), the control goal is to change the chopper equivalent resis-
tance Ry, (load) at the generator terminals in order to adjust the generator speed to
its optimum value, and then the maximum power capture will be achieved.

The global system model can be expressed part per part in the following
equations:

(0(t) =D+ Av(2),
Pt = Ftw’y'

1
I = EnpR%zCr(ﬂ)

, Aero — mechanicalpart (1)
Cr(4) =g,4" + 14 + 4
1 R
)
| Cp =4 xCr
d . R+R,.  p(Ly—Lr).
5l = — 14 i)
dt L;+Lg L;+ L
electricalpart (2)
ii _ _Rs +RLi _p(Ld +LL)i o, + Pq)m &
e Ly+Lp? Ly+Lp T Ly+Lp "
da)h n
AN R
Inge =il e
Wy = W, X i Electro — mecanicalpart (3)

Fg = pd)miq

where v(t) is the wind speed (average and turbulent components); (Ft, Fg) are
respectively the turbine and generator torques; P; is the mechanical power; (w,, ;)
are turbine and generator speeds respectively; p is the air density; R is the swept
surface radius; Cr(4) is the torque coefficient; (q,,9,,9,) are given in the appendix;
Cp is the power coefficient; A is the tip speed ratio (TSR); 7 is the efficiency; i is the
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Figure 1.
Schema of the studied WECS-based PMSG: (a) real system; (b) simplified system.

gearbox ration; ig, ig, La, Lq are respectively the d/q axis currents and inductances;
Rs is the stator resistance; p is the pair poles; Ry, and L, are respectively the
resistance and inductance of the equivalent load.

From Eq. (1) to Eq. (3), choosing radius x = [x1,x2,x3]T = [id, igs wh} T s state
vector, u = [u1,us] = [Ry,v] as control signal and y = wj, as a desired output, the
nonlinear state space model of the system can be defined as follows:

( -1 /
—— (—Rx1 +p(L, — L1 )x2x r -
L;+Lyg ( 17 (Ly — Lp)xas) _;xﬂu

L;+ 1Ly
1 —Rixy — p(Lyg + L1)x1x3 1
x = + | = XUy (4)
Lq + LL +p¢>mx3 Lq + LL
1 2
! T dlu + d2u2x3
— (d3x§ —p(I)mxz) T, ( 2 ) |
\ -]h i
3 4 .
where dy =152 g, dy =128 g, dy = g,

3.2 Lyapunov linearization method

In this subsection, we will apply the Lyapunov Linearization (first method) to
the studied system (Eq. (4)) in order to deal with the system’s small-signal stability
under wind speed variation.

Suppose that (X, %) is an equilibrium point and input [20].
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Using Taylor’s series expansion of the function f we have:

5x = x — X = [Soc10%26%3) " )
ou=u—u= [5u15u2]T
The derivative variable within a unique function can be written as:
x = F(x(t),u(t)) (6)
: __,  OF oF
o (t)~F(X,u) t x:féx(t) oy x:féu(t)“L h.(()).t (7)
where F(x,u) = 0.
Then:
oF oF
O (t) ®— Ox(t) +— Ou(t 8
MRS, B0+ 5 ) (8)

The matrices, A, B of the LTI system are constant matrices:

NaF
~ ox

oF

A ER'"xR",B~r— €R" x R"
X " X

X
u

] R

X
u

] R

The linearized version around an equilibrium point characterized by the quin-
tuple [x,%] = [stfsqwhl_hz_)] can be written as follows:

a1 —l—&lz}_QL asxs asx, arX1 0
O = b1x3 by +b3R,  bix1+ by |6x + | b3Xy 0 Ou 9)
0 C4 €20 + €3%3 0 10 +coxs3
where,
( R, 1 L,—L
a1 = —7 7 2= — 543 p( 4 L)
L;+1Lyg L;+1L; Ls+ L
p(Ld + LL) ) R; 1 )
bl - s 2 - ;b3 T )
L,+Lg L,+Lyg L,+L;
p(I)m 24, dy 245 PCDm
by = 5C1 302 = 775C3 304 = ———/—.
\ Ly+ Ly Ih Ih Jh Ih

3.2.1 Small-signal stability

In this section, the small-signal stability of the linearized system will be checked
regarding wind speed variation; therefore, we will have a point of view about the
impact of the wind speed variation on the system stability. However, in open loop,
without control, the system is excited by a wide range of wind speed variation
starting from the cut-in to cut-out wind speed. The eigenvalues of the matrix A
(Jacobian) are calculated and presented in Table 1.



Design Optimization of Wind Energy Conversion Systems with Applications

? (m/s) 4 5 6 7 10 12

Mo —8.56£15i —7.094+18i —6.29420i —5.74423i —5.07+32i —4.95+37i

A3 —279 —342 —406 —470 —666 —798
Table 1.

Lineariged system eigenvalues under wind speed variation.

Eigenvalues immigration of the PMSG-based WECS
40 :

= Zoom
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30
b
k4 30
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g o --% X XXX =
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30
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Figure 2.

Eigenvalues (poles) immigrating under wind speed variation.

Figure 2 shows clearly that for all values of wind speed, all the eigenvalues
still have negative real parts and take places in the left-half of the complex plane,
which means the system is almost stable under small perturbation. However, with
wind speed increase, the complex-conjugated eigenvalues start immigrating
almost close to the imaginary axis and then exhibit bad damping characteristics
(Figure 3). Hence, damping should be improved in closed loop-based linear
controller.

Pole-Zero Map Pole-Zero Map
20 40
System: sys
1 " 3 Pole :-0.394 + 37,51
System: sys SVS‘_em: SIS System: sys Damping: 0.0105
10 Pole : -279 BZIE’ : ’8‘.‘:’3:9155‘ 20 pole :-799 Overshoot (%): 96.8
Damping: 1 meing: 0, ’ » Damping: 1 Frequency (rad/sec): 37.5
2 s Oversheot (%): 0 Oyarshoolise) 1617, % 10| Overshoot (%):0 E
‘; Frequency (rad/sec): 279 Froquoncy (vad/sec): 17.3 = Frequency (rad/sec): 799
0 * 0
g £
=) System: sys =)
£ Pole : -8.56 - 15i g 1 ;
= Damping: 0.495 - Syslelzm. sys )
-10 Overshoot (%): 16.7 -20 Fole -v'o-?g4 -37.51
requency (rad/sec): 17.3 Damping: 0.0105
15 .30 Oversho : 96.8
- * requency (rad/sec): 37.5
-20 -40

-300 -250 -200 -150 -100 -50 0 -800 -700 -600 -500 -400 -300 -200 -100 0
Real Axis Real Axis

Figure 3.
System chavacteristics vegarding damping/overshoot for two wind speed cases (4 m/s left, 12 m/s write).
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3.3 System nonlinear feedback linearization

If we assume the wind speed dynamics to be very slow compared to the other
system dynamics, the nonlinear system of Eq. (4) can be reformulated as follows:

(T R L,—L 7
-7 X1 p(L L)x2x3
4+ Lp Lg+Lyg 1
— X1
L;+L
. R L L () d L
=] -7 : xz—p(d+ L)x1x3—|— P x3 | + u
q—f—LL Lq—|—LL Lq—|—LL 1 0
1 Ly +Lyp ¢
— (d? + dovxs + d3x3 — pDpx2) ~ 1
L i gx)
&)
Ly = hix) = x5
(10)
3 4 5
where d; = "”ZR Go>dr = %ql,dg = ””z’zf q,-

The system of Eq. (10) has smooth nonlinearities; therefore, the Feedback Lin-
earization Technique can be applied to control the system.

From Eq. (10), taking derivatives of output y with respect to time up to r times
will give:

y(”) = LJ’Zh(x) + LgLflh (x)u (11)
£
0

r is the relative degree (r < n).
L}h (x) is the Lie derivative of 2(x) along the direction of the vector field f(x) up

to r times, LgL]C_lh (x)is the Lie derivative of h(x) along the direction of the vector

tield g(x).
a(x) = Lgh(x)
If we have { i (12)
B(x) = LeLih(x)
Eq. (11) becomes:

y" = alx) + plx)u (13)

Then the feedback linearization control can be chosen as follows:

() = L —a(x) + v

y(’") =0 (15)

The relative degree of Eq. (20) is r = 2, it is a linear input—output double-
integrator, using linear methods to guarantee the system control (tracking
problem).

Note that, the field vectors a(x) and f(x) should be completely known to apply
the feedback linearization technique [21].
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The computation of the field vectors a(x) and B(x) gives:

a(x) = _PPn [baxy + b1x1x3 + baxs] + — {d—zv + 2d3x3]
Ih ]h
(16)
pla) = 2
Jh 2

To harvest the maximum wind power, the generator should be running at
optimal speed for each wind speed, thus the generator speed reference can be
expressed as follows:

3,0 = o =220 17)

where 4* is the optimal tip speed ratio.
Let us take an output tracking error as follows:

e(t) = y,(t) = y(¥) (18)

and introduce the following error vector:

E(t) = le(t) ()" (19)

Hence, the control objective can be achieved using the ideal control law:

w () = o (~ate) +520) ~ 7e) 20)

The polynomial s? + kss + k, would have all its roots in the left-half of the

complex plane if we choose an appropriate gain matrix k = [k, k& |”. This means
that the tracking error asymptotically converges to zero (é(t) + k1é(t) + kae(t) = 0).
Thus, the system poles are placed following the specifications concerning the over-
shoots and the settling times.

3.4 Robust control law design

As we mentioned previously, AC machines are subject to a large model uncer-
tainty due to parameter variations, noises, measurement errors etc. In this chapter,
we will take into account just electrical and mechanical parametric uncertainties. In
the studied case, it is clear that a successful control strategy of the WECS-based
PMSG hinges on the good computing of control #, which is strongly dependent on
the machine parameters (Eq. (20)). Therefore, we propose a novel robust control
law to handle the uncertainty issue and offer an accurate description of the system
model [19].

From Section 2.2.1, Eq. (10) can be rewritten as follows:

{J'CZf(XHAf( x) + (g(x) + A glx))u
(21)

y = h(x)

However, the exact parts of the model are f(x), g(x) and h(x), while Af and A g
present the uncertainty.

10
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Consequently, we have:

{j):u+Av (22)

Av = Aa(x) + Af(x)u

Av is the effect of uncertainty, it is an unknown term, which makes the linear
feedback control law of Eq. (15) incapable of providing a robust tracking performance
of the system. Thus, the following robust control law is proposed to handle this issue.

From Eq. (22), we rewrite the error dynamics as follows:

. 0 1 0
&= {—kz _kl}fjt L}(lﬁLAv) (23)
——
A, B

We chose the Lyapunov function as follows:
1.7
V=-8Pg (24)
The derivation of V gives
1. .
V=2 [ePe+ TP (25)
P is a positive semi-definite matrix in which

ATP+PA. =—-Q (26)

Q is an identity matrix.
After computation, V becomes

V= —%fTQé + ETPB(v + Av) (27)

V satisfies the condition V <0 along the solution trajectory of the system, which
gives the following:

ETPB(v 4 Av) <0 (28)
v is chosen as
v = —Fsgn (¢'PB) (29)

with F > |Av|.
The substitution of Eq. (29) in Eq. (28) gives

E'PB(—Fsgn (6"PB) + Av) <0 (30)

Eq. (30) is always negative for any value of &' PB provided F > |Av|. The value of
the gain F is chosen accordingly by trial and error.
We have

1 if &'PB>0
sgn (£’PB) =< 0 if E'PB=0 (31)
-1 if &'PB<O

11
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After computation, the P matrix element can be set as follows:

Ky n 1+ K, 1
2K, 2K, 2K,

b= 1 1+ K, (32
2K, 2K41K;
Finally, the linear control signal is expressed as
1 1+K
— @) — pTE - — a
v=y"()—k &—Fsgn ([21(2 2K1Kj f,‘) (33)

4, Simulation results and discussion

Based on the control scheme shown in Figure 4, we have simulated within
Matlab/Simulink® the studied system shown in Figure 1. The system data are given
in the appendix. Through simulation, we have considered that all system variable
states (x, x, x3) are available for feedback. The simulation aims to check two
control performances, a wind maximum power tracking performance under a real-
istic wind speed, and robustness performance against both rapid wind speed varia-
tion (sharp) and parametric uncertainty of the generator inertia.

4.1 Tracking performance check

For tracking performance under wind speed fluctuations (Figure 5(a)-(d)), the
power coefficient C, holds easily its maximum value (C,,.4x) and the same for tip
speed ratio, TSR (1*). Consequently, the PMSG runs at optimal speeds for each
wind speed value (see Figure 5(d)) and the maximum power extraction is indeed
guaranteed (Figure 6(b)).

However, from Figure 6(a), it should be mentioned that the control signal,
which represents the equivalent chopper resistance (Ry), has the chattering
phenomenon due to discontinuous control effect (see Eq. (33)). From Figure 6(c)
and (d), all system operating points are in the neighborhood of the optimal operating
points.

V() | MPPT . Robust U FL' U PMSG-based x3=6on
| (eq.17) f)_, Law |—y| Mapping (5]  WECS >
X (eq-33) (eq.15) (eq.10)
DGT X
Linearization <
eq.16
), peo| (8410

Figure 4.
Robust control simulation scheme.
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Then, the next simulation is to check the performance of the proposed controller
facing critical wind speed conditions. Hence, we have subjected the system to a
sharp rise and drop variation of the wind speed (Figure 7(a)). The simulation
results show that even under abrupt changes of the wind speed, the system kept its
stability and continued working after some short transitory disturbances and small
static errors, which can be observed through Figure 7(a)-(c) and Figure 8(a)-(c).
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4.2 Parametric uncertainty robustness check

Following Eq. (14) and Eq. (16), it is obvious that the control signal is calculated
based on field vectors a(x) and f(x) whose values are strongly dependent on the
system parameters, especially the high speed shaft inertia J,. Thus, in order to check
the proposed controller robustness against this parametric uncertainty, we have
simulated the system with sharp variation of high speed shaft inertia as shown in
Figure 9(a). From the obtained simulation results (Figures 10 and 11), except small
static errors and very small disturbances, this parametric uncertainty would not
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have any notable effect on the stability of the control scheme. However, the field
vectors a(x) and f(x) dynamics, the control signal and the generator speed can be
shown in and Figure 12.
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(a) Control signal; (b) generator speed; (c) a(x); (d) p(x).

5. Conclusion

In this chapter, we have discussed the robust control technique based on
Lyapunov theory to ensure tracking performance and robustness of a nonlinear
system. Mainly, the chapter presents this control strategy based on a case study of a
standalone nonlinear WECS-based PMSG. In fact, we focused on tracking perfor-
mance to ensure maximum wind power extraction and robustness performance
against parametric uncertainty. Whereas, the control strategy uses the state feed-
back linearization technique associated with a control law derived from the
Lyapunov theory. The obtained results through simulation have proved the effi-
ciency of the proposed control technique.

Appendix
Turbine rotor:
R=25mp =1.25kg/m>, Cppuy = 0.477, 4 =7
Drive train:
n=11i=7;], =0.0552 kg m?
Torque coefficient parameters:

o = 0.0061, q; = —0.0013, g, = —9.7477 x 10*
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PMSG:
p=3R=33Q
L,=0.0416 H
L,=0.0416 H
L; =0.08H

P, = 0.4382 Wb
V,=380V

Control parameters

Linear control: k4 = 100. k5, = 4000
Robust control: F = 5000.
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