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Chapter

Design of the Second-Order
Controller by Time-Domain
Objective Functions Using Cuckoo
Search
Huey-Yang Horng

Abstract

The proportional-integral-derivative (PID) controllers are widely used in many
industrial control applications. However, the lead-lag controllers are more practical.
Traditionally, time-domain or frequency-domain methods have been used to design
a lead-lag controller in order to meet the design specifications. This chapter will
focus on the design of controller by optimizing the time-domain objective function.
The proposed objective function includes the first peak time, maximum peak time,
rise time, maximum overshoot, maximum undershoot, setting time, and steady-
state error. In the study, cuckoo search algorithm is adopted to search the optimal
controller parameters. Cuckoo search is a recently developed meta-heuristic opti-
mization method, which is a population-based algorithm inspired by the behavior
of some cuckoo species in combination with the Lévy flight behavior. A numerical
example is simulated to illustrate the use of the proposed method.

Keywords: PID controller, lead-lag controller, controller design, cuckoo search

1. Introduction

In many industrial control applications, proportional-integral-derivative (PID)
controllers are probably the most commonly used controllers. Several methods were
proposed in the past for tuning the PID controller parameters [1–5]. It is noted the
lead-lag controllers provide a more practical alternative. Tan used the Kharitonov
and the Hermite-Biehler theorems to compute the parameters of lead-lag controller
in [6]. Kuo et al. designed the lead-lag compensator based on vector margin and
steady-state error of the step response [7]. Horng used cuckoo search to design lead-
lag controllers [8]. It is easy to see that the lead-lag controller is just a special case of
the general second-order controllers. Therefore, this paper extends the lead-lag
controllers to general second-order controllers. The goal of this paper is to propose a
simple second-order controller design procedure using the cuckoo search.

The control design specifications may usually be divided into time-domain and
frequency-domain specifications. Time-domain specifications (TDS) include the
lower and/or upper bounds of the quantities of the time response such as the first
peak time, maximum peak time, rise time, maximum overshoot, maximum under-
shoot, setting time, and steady-state error. Frequency-domain specifications are
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usually given in terms of the resonant peak, phase margin, resonant frequency, and
bandwidth. In this study, we only consider the time-domain specifications.

The main contribution of this study is that we provide a simple controller design
procedure for simple second-order controllers. For the problem formulation, some
of the time-domain specifications (e.g., desired peak time and maximum over-
shoot) can be used to fully define a desired simple second-order reference model.
With this reference model, we may reasonably specify lower and/or upper bounds
for other time-domain specifications. Finally, we define the deviation ratios (i.e.,
percentage errors) and total deviation ratio. The total deviation ratio, which is the
weighted sum of the deviation ratios, will be used as the objective function for the
problem. Zero objective value means that all specifications are satisfied. However,
there is no guarantee of the zero objective value in the most general cases. Some
specifications might actually be violated. The design goal is to choose the best
controller parameters so that the objective value is as close to zero as possible.

To search for optimal controller parameters, some optimizer must be employed
to solve the aforementioned optimization problem. Since there is usually no analytic
formula for the objective function, evolutionary computation algorithms are well
suited in this situation to solve this optimization problem. In this study, the meta-
heuristic cuckoo search algorithm is adopted to search the optimal controller
parameters.

Cuckoo search algorithm is one of the latest meta-heuristic techniques, developed
by Yang and Deb [9, 10]. Nowadays, implementations of cuckoo search has proved to
be effective in engineering optimization problems [11–13], for example, optimal
power system stabilizers [14], load frequency controller design [15], optimal power
system [16], synthesis of analog controller [17], etc. Cuckoo search achieved better
results than available methods in most cases which appeared in the literature.

The novelty of this study is that the whole controller design problem can be
formulated as an optimization problem by considering most important time-
domain performance indices as a whole. Moreover, the meta-heuristic cuckoo
search algorithm (or any other powerful evolutionary computation algorithms like
genetic algorithm or particle swarm optimization) can be adopted to search for the
best controller parameters. A numerical example will be provided to illustrate the
design process. To show the wide applicability of the proposed method, four dif-
ferent plants and three different time-domain specifications will be used in the
illustrative example.

2. Time-domain analysis of control systems

The time response of a control system is typically divided into two parts: the
transient response and the steady-state response. The steady-state response is just
the part of the total response which remains after the transient has died out. Hence,
the steady-state response can still vary in a fixed pattern, such as a ramp function or
a parabola function that increases with time.

The underdamped second-order system is a familiar model for physical prob-
lems. The detailed understanding of the underdamped response is necessary for
both analysis and design. Let us begin by describing the step response for the
second-order system. The transfer function of an underdamped second-order sys-
tem is given by

C sð Þ ¼
ω2
n

s2 þ 2ξωnsþ ω2
n

, 0< ξ< 1: (1)
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A typical unit-step response is shown in Figure 1. In this figure, yss, yM, and ym
denote the steady-state value, maximum response value, and the response value
where the maximum undershoot occurs, respectively. Moreover, Tr, Tp, and Ts are
the rise time, peak time, and settling time, respectively.

We now describe seven time-domain specifications (TDS) used in objective
function in more detail:

1.Rise time Tr. It is the time required for the step response to rise from 10 to 90%
of its final value.

2.First peak time T f . It is the time to reach the first peak.

3.Maximum peak time Tp. It is the time to reach the maximum peak.

4.Maximum overshoot MOS. This is defined as

MOS ¼

yM � yss
yss

, if yM > yss,

0, if yM ≤ yss:

8

<

:

(2)

5.Maximum undershoot MUS. It is defined as

ym ¼ min y tð Þð Þ, t≥T f ,

MUS ¼

yss � ym
yss

, if ym < yss,

0, if ym ≥ yss:

8

>

<

>

:

(3)

6.Settling time Ts. This is the time required for the step response to decrease and
stay within a specified �2% of the final value.

7.Steady-state error Ess. It is the difference between the desired and actual
responses.

Figure 1.
Unit-step response for underdamped second-order systems.
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Notice that for second-order systems, the first peak time is always the maximum
peak time. However, for underdamped higher-order systems, they may not be the
same, as illustrated in Figure 2. In general, the response of an underdamped high-
order system is similar to that of an underdamped second-order system.

Notice also that the following relationships hold for second-order systems,
which will be used in the illustrative example:

ξ ¼
ln MOSð Þj j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

π2 þ ln2 MOSð Þ
q (4)

ωn ¼
π

Tp

ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� ξ2
p (5)

In the design process, a second-order system with satisfactory performances is
designated as the reference standard. All the desired specifications with lower and
upper bounds are tabulated. Note that the lower bounds of maximum overshot,
maximum undershot, setting time, and steady error are set to zero.

3. Proposed controller

The transfer function of general second-order controller is written as

Gc sð Þ ¼ K
cs2 þ dsþ 1

as2 þ bsþ 1

� �

, (6)

where K >0, a, b, c, d∈ℜ: It is easy to see that the phase lead-lag controller is
just a special case of general second-order controller. The overall control system in
this study is shown in Figure 3, where Gp sð Þ is the transfer function of the plant.
Besides, r tð Þ, y tð Þ, and e tð Þ denote the reference input, output, and error signal.

For the feedback control system shown in Figure 3, the overall response is
determined by the parameters of the controller. To establish the proposed time-
domain objective function, we first define a function called the deviation ratio
(DR), where TDS stands for the time-domain specifications described in Section 2:

Figure 2.
Unit-step response for some underdamped higher-order systems.

4

Swarm Intelligence - Recent Advances, New Perspectives and Applications



DR TDS K, a, b, c, dð Þð Þ

¼

TDS K, a, b, c, dð Þ � TDS_ub

TDS_ub
, if TDS K, a, b, c, dð Þ>TDS_ub,

TDS_lb� TDS K, a, b, c, dð Þ

TDS_lb
, if TDS K, a, b, c, dð Þ<TDS_lb,

0, otherwise,

8

>

>

>

>

>

<

>

>

>

>

>

:

(7)

where TDS K, a, b, c, dð Þ is any one of the time-domain specifications defined in
the last section. In practical designs, some tolerances in time-domain specifications
are allowed. Therefore, each of the time-domain specifications has a corresponding
lower limit (TDS_lb) and an upper bound (TDS_ub). DR TDS K, a, b, c, dð Þð Þ is a
measure of how the actual quantity is close to the desired interval specified by lower
limit and upper limit. For example, if the value ofDR Tr K, a, b, c, dð Þð Þ is zero, where
the relevant quantity is the rise time, then this means that the rise time lies in the
desired interval. That is, the specification is fully satisfied.

Next, we define the objective function TDR K, a, b, c, dð Þ, called the total devia-
tion ratio (TDR), used in this study as follows:

TDR K, a, b, c, dð Þ ¼ ½w1 � DR Tr K, a, b, c, dð Þð Þð Þ2 þ w2 � DR T f K, a, b, c, dð Þ
� �� �2

þw3 � DR Tp K, a, b, c, dð Þ
� �� �2

þw4 � DR MOS K, a, b, c, dð Þð Þð Þ2 þ w5 � DR MUS K, a, b, c, dð Þð Þð Þ2

þw6 � DR Ts K, a, b, c, dð Þð Þð Þ2 þw7 � DR Ess K, a, b, c, dð Þð Þð Þ2�=
X

7

i¼1

wi

(8)

In Eq. (8), ωi, i ¼ 1, 2,⋯, 7 represents weights that reflect the relative
importance of the corresponding terms.

Eqs. (6)–(8) are improved versions of those in Ref. [8]. Once we defined the
deviation ratio and total deviation ratio, the problem of the design controller
becomes the minimization of TDR K, a, b, c, dð Þ for all possible parameters. Now, we
can use various optimization methods to implement the controller design. In the
paper, the cuckoo search algorithm is used to minimize the objective function.
Further, if the TDR K, a, b, c, dð Þ is zero, all specifications are within the range of the
design specifications.

4. Cuckoo search algorithm

In this section, the cuckoo search algorithm is briefly introduced. This algorithm
was proposed by Yang and Deb in [9, 10]. Cuckoo search represents an optimized

Figure 3.
Unity feedback system with second-order controller.
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meta-heuristic algorithm that is biologically inspired by the way cuckoo looks for a
nest where they could lay eggs in combination with the Lévy flight behavior of some
birds and fruit flies.

Now we briefly describe some breeding behaviors of cuckoos. As pointed out in
[9], some cuckoo species often lay the eggs in the nests of other host birds, espe-
cially those that just spawned eggs. Some host birds can engage direct conflict with
the intruding cuckoos. If a host bird discovers the eggs are not their own, they may
either throw these alien eggs away or simply abandon its nest and build a new nest
elsewhere [9]. Some cuckoo species are often very specialized in the mimicry in
color and pattern of the eggs of a few chosen host species, which reduces the
probability of their eggs being abandoned and thus increases their reproductively.

In the optimization algorithm, each nest represents a potential solution. The
process of cuckoo search algorithm is simplified by three rules [10]:

1.Each cuckoo lays an egg in a randomly selected nest.

2.The best nests will carry over to the next generation.

3.The number of available host nest is fixed, and there is a positive probability
that the egg laid by a cuckoo is discovered by the host bird.

There are many variants of the cuckoo search algorithms. In the following, we
describe a commonly used version. This algorithm uses a combination of a local
random walk and the global random walk, controlled by a switching parameter pa.
This allows for proper balance between exploration and exploitation of the solution
space. The local and global random walks for generating the new solution of for
cuckoo i can be written as, respectively,

xtþ1
i ¼ xti þ αs⊗H pa � ε

� �

⊗ xtj � xtk

� �

(9)

xtþ1
i ¼ xti þ αL s, λð Þ (10)

L s, λð Þ ¼
λΓ λð Þsin πλ=2ð Þ

π
�

1

s1þλ
, s≥ s0 ≥0 (11)

In Eqs. (9)–(11), the notations are explained as follows:

xtþ1
i next position of cuckoo i

xti current position of cuckoo i
α step size scaling factor
s step size
⊗ entry-wise multiplication of two vectors
H Heaviside function
pa switching parameter used to switch local and global walks
ε a random number drawn from a uniform distribution
xtj, x

t
k current positions of cuckoos j and k selected by random permutation

L s, λð Þ Lévy distribution used to define the step size of random walk

5. Design procedure

In the design procedure, a second-order system with satisfactory performances
is designated as the reference standard. All of the seven desired specifications with
lower bounds and upper bounds are tabulated. After that, we set solution vector as
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K, a, b, c, dð Þ and use cuckoo search algorithm to find the minimum value of
TDR K, a, b, c, dð Þ in Eq. (8). To save computation time, the initial populations of 25
host nests are selected using Routh-Hurwitz criterion (for linear time-invariant
plants) so that the closed-loop systems are stable.

In the following design procedure, we set maximum generation to be 1000 and
pa ¼ 0:25. The optimization process is hierarchical. First, run cuckoo search 25
times to get minimum values. Then the 25 minimum values become elite group.
Next, run cuckoo search one more time, and use the group as initial host nests. The
final result is the parameters for the second-order controller.

6. Illustrative example

In the section, a numerical example is provided to illustrate the design proce-
dure. In the following simulations, four different plants are used for comparison,
which are described in Table 1.

As an instance, the step response of the uncompensated system of Plant 1 is
shown in Figure 4. The peak time is estimated to be 2.4 s, the maximum overshoot
is 26.5398%, and the steady-state error Ess is 0.5. Assume we are not satisfied with
these time-domain performance indices. Consequently, compensation must be
designed for better performances.

Experiment 1. Keep in mind that our reference model is a simple second-order
system defined in Eq. (1). Assume that the desired peak time Tp is set to be 1 s and
the maximum tolerable overshoot is 0.03. Now we can use Eqs. (4) and (5) to
calculate the corresponding damping ratio ξ and natural frequency ωn, respectively.
This determines the desired reference model in Eq. (1). Based on the resulting
reference model, we can calculate its seven performance indices depicted in Section
2 in order to establish reasonable bounds for these performance indices. We may
put 2% tolerance on rise time Tr, first peak time T f , and maximum peak time Tp.

Only upper bounds are specified for the remaining four performance indices. The
full specifications for Experiment 1 are listed in the second column of Table 2.

We set all the weights to be 1, i.e., ωi ¼ 1, i ¼ 1, 2, … , 7. Suppose the maxi-
mum steady-state error is limited to [0.001, 0.022], and then we can set the range
of K to [7.4091, 166.5000]; the ranges of a, b, c, and d are all set to �100, 100½ �. The
specified ranges of controller parameters are listed in Table 3.

The resulting control parameters are shown in Table 4.
The time-domain performances of the resulting closed-loop systems are shown

in Table 5. Notice that the final objective values for four plants shown in the final
row of Table 5 are all zeros, which means that all seven design specifications are all
met using our controller design methods.

The time responses due to unit-step input of the resulting four closed-loop
systems are shown in Figure 5. These responses look quite nice.

Transfer function System type Closed-loop stability

Plant 1 Gp sð Þ ¼ 120
s2þ12sþ20

0 Stable

Plant 2 Gp sð Þ ¼ 100sþ1
s 10sþ1ð Þ sþ1ð Þ

1 Stable

Plant 3 Gp sð Þ ¼ 100
sþ1ð Þ sþ2ð Þ sþ4ð Þ

0 Unstable

Plant 4 Gp sð Þ ¼ 1
s sþ1ð Þ

1 Stable

Table 1.
Description of the four plants.
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Experiment 2. In this experiment, assume that the first peak time and the
maximum peak time are both set to 1.5 s. Following the procedure in Experiment 1,
the full design specifications for Experiment 2 are also listed in Table 2. The
specified ranges of controller parameters are listed in Table 3. The resulting control
parameters are shown in Table 6.

Figure 4.
Step response of the Plant 1 without controller.

Experiment 1 Experiment 2 Experiment 3

Tr [0.4730, 0.4923] [0.7095, 0.7385] [0.9461, 0.9847]

T f [0.9788, 1.0188] [1.4682, 1.5281] [1.9576, 2.0375]

Tp [0.9788, 1.0188] [1.4682, 1.5281] [1.9576, 2.0375]

MOS ≤0:03 ≤0:03 ≤0:03

MUS ≤0:02 ≤0:02 ≤0:02

Ts ≤ 1:0724 ≤ 1:6086 ≤ 2:1448

Ess ≤0:02 ≤0:02 ≤0:02

Table 2.
Design specifications.

Plant 1 Plant 2 Plant 3 Plant 4

K [7.4091,166.5000] [45.4545, 1000] [7.4091, 166.5000] [45.4545, 1000]

a [�100,100] [�100,100] [�100,100] [�100,100]

b [�100,100] [�100,100] [�100,100] [�100,100]

c [�100,100] [�100,100] [�100,100] [�100,100]

d [�100,100] [�100,100] [�100,100] [�100,100]

Table 3.
Search ranges of controller parameters.
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The time-domain performances of the resulting closed-loop systems are shown
in Table 7. Notice again that the final objective values for four plants are all zeros,
which means that all seven design specifications are all met using our controller
design methods.

The time responses due to unit-step input of the resulting four closed-loop
systems are shown in Figure 6.

Experiment 3. In this experiment, assume that the first peak time and the
maximum peak time are both set to 2.0 s. Following the procedure in Experiment 1,
the full design specifications for Experiment 3 are also shown in Table 2. The
specified ranges of controller parameters are listed in Table 3. The resulting control
parameters are shown in Table 8.

The time-domain performances of the resulting closed-loop systems are shown
in Table 9. Notice that the final objective values for four plants are zeros, which
means that all seven design specifications are met using our controller design
methods.

The time responses due to unit-step input of the resulting four closed-loop
systems are shown in Figure 7.

In the illustrative example above, four different plants and three different time-
domain specifications were used. As illustrated in the preceding example, before
searching the best controller parameters, we first use some of the time-domain
specifications (e.g., desired peak time and maximum overshoot) to fully specify the
desired simple second-order reference model. Then we may use this reference
model to define reasonable bounds for other time-domain specifications. Finally,
we define the deviation ratios (i.e., percentage errors) and total deviation ratio as
the objective function. If the final value of the objective function is zero, then all
seven specifications are satisfied. But, in the most general cases, there is no

Plant 1 Plant 2 Plant 3 Plant 4

K 8.4963 995.7351 14.6760 934.2808

a 100.0000 1.6668 1.7609 �0.1364

b 30.4229 8.8714 60.2882 �0.8138

c 3.1336 98.4428 0.6624 �86.8253

d 7.3230 48.7921 1.2683 �85.5579

Table 4.
Resulting controller parameters in Experiment 1.

Plant 1 Plant 2 Plant 3 Plant 4

Tr 0.4804 0.4734 0.4923 0.4735

T f 1.0131 1.0131 0.9804 1.0131

Tp 1.0131 1.0131 0.9804 1.0131

MOS 0.0000 0.0294 0.0297 0.0281

MUS 0.0179 0.0004 0.0093 0.0004

Ts 0.7717 1.0295 0.9968 1.0295

Ess 0.0192 0.0010 0.0054 0.0011

TDR 0 0 0 0

Table 5.
Time-domain performance indices of the resulting systems in Experiment 1.

9

Design of the Second-Order Controller by Time-Domain Objective Functions Using Cuckoo Search
DOI: http://dx.doi.org/10.5772/intechopen.89832



Figure 5.
Step responses of four resulting systems in Experiment 1.

Plant 1 Plant 2 Plant 3 Plant 4

K 8.4963 995.7351 14.6760 934.2808

a 100.0000 1.6668 1.7609 �0.1364

b 30.4229 8.8714 60.2882 �0.8138

c 3.1336 98.4428 0.6624 �86.8253

d 7.3230 48.7921 1.2683 �85.5579

Table 6.
Resulting controller parameters in Experiment 2.

Plant 1 Plant 2 Plant 3 Plant 4

Tr 0.7133 0.7105 0.7384 0.7102

T f 1.5197 1.5197 1.4952 1.5197

Tp 1.5197 1.5197 1.4952 1.5197

MOS 0.0103 0.0282 0.0299 0.0281

MUS 0.0128 0.0004 0.0139 0.0004

Ts 1.0929 1.5442 1.5197 1.5442

Ess 0.0198 0.0010 0.0129 0.0010

TDR 0 0 0 0

Table 7.
Time-domain performance indices of the resulting systems in Experiment 2.
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guarantee that the final value of the objective function will always be zero. In that
case, some specifications might be violated. The design goal is to choose the best
controller parameters so that the objective value is as close to zero as possible. In the

Figure 6.
Step responses of four resulting systems in Experiment 2.

Plant 1 Plant 2 Plant 3 Plant 4

K 8.4963 995.7351 14.6760 934.2808

a 100.0000 1.6668 1.7609 �0.1364

b 30.4229 8.8714 60.2882 �0.8138

c 3.1336 98.4428 0.6624 �86.8253

d 7.3230 48.7921 1.2683 �85.5579

Table 8.
Resulting controller parameters in Experiment 3.

Plant 1 Plant 2 Plant 3 Plant 4

Tr 0.9656 0.9468 0.9794 0.9467

T f 1.9935 2.0262 1.9609 2.0262

Tp 1.9935 2.0262 1.9609 2.0262

MOS 0.0024 0.0292 0.0220 0.0284

MUS 0.0154 0.0004 0.0138 0.0004

Ts 1.4927 2.0589 1.9935 2.0589

Ess 0.0198 0.0010 0.0199 0.0011

TDR 0 0 0 0

Table 9.
Time-domain performance indices of the resulting systems in Experiment 3.

11

Design of the Second-Order Controller by Time-Domain Objective Functions Using Cuckoo Search
DOI: http://dx.doi.org/10.5772/intechopen.89832



simulations above, it is fortunate that the final objective values of all simulations are
zeros and all seven time-domain specifications are met. This also shows that the
cuckoo search is an excellent optimizer for searching best controller parameters.

7. Conclusion

In this study, a design procedure of second-order controller for various plants
has been proposed. The final controller was obtained by minimizing a time-domain
cost function which is weighted sum of important time-domain performance indi-
ces including the rise time, first peak time, maximum peak time, maximum over-
shoot, maximum undershoot, setting time, and steady-state error. In our approach,
the desired design specifications were built via a good second-order reference
model. Cuckoo search algorithm was adopted to search the optimal controller
parameters. Detailed simulations with different design specifications for four plants
were provided to illustrate the use of the proposed design method. From the simu-
lation results, the resulting performances of the closed-loop systems are quite good
by using the proposed method, which justifies the usefulness of our method. We
wish to point out that the methodology proposed in this study can easily be modi-
fied to handle the time delay or nonlinear plants. This constitutes an interesting
future research topic.

Figure 7.
Step responses of four resulting systems in Experiment 3.
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