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Chapter

The Role of Reviews in 
Decision-Making
Shaoqiong Zhao

Abstract

With the rise of social media such as blogs and social networks, these  
interpersonal communication expressed by online reviews has become more and 
more important as an influential source of information both for the managers and 
for the consumers. In-depth purchasing-related information is made available to 
markers. Now we can utilize this new source of information to understand how 
consumers evaluate products and make decision in relation with it. Since reviews 
are text data, new ways to analyze the data is needed and text-mining plays the role 
here together with the help of traditional statistical methods. With these methods, 
we can examine the contents of reviews and identify the key areas that impact 
consumers’ decision-making.

Keywords: reviews, text-mining, decision-making, consumers, analytics

1. Introduction

We finally enter this technologic era where people and technology integrate with 
each other. It only took 4 years for Internet to reach 50 million people while compar-
ing to telephone it is 75 years. Especially for Generation Z, majority of them grow up 
using the Internet and social media. Overall, more than half of the world’s popula-
tion is online. The rise of Internet and especially social media shifted the way people 
communicate and interact with each other. With the rise of social media such as 
blogs and social networks, these interpersonal communication expressed by online 
reviews has become more and more important as an influential source of informa-
tion both for the managers and consumers. With the rapid growth of comments by 
consumers over the Internet, in-depth purchasing related information is available to 
markers. The wide availability of lengthy and numerous text-based online reviews 
provides a treasure trove of information that can potentially reveal a much wider set 
of variables that determine the consumers’ attitude/evaluation toward the products. 
There has been numerous of research on how to utilize the information. In [1], the 
authors investigated consumers’ usage of online recommendation sources and their 
influence on online product choices. Later in [2], Kumar and Benbasat use empirical 
evidence to demonstrate the influence of recommendations and online reviews on 
the consumers’ perceptions of usefulness and social presence of the websites. As 
for the firms, online consumer reviews can provide valuable insights and help them 
improve their products accordingly.

There also have been many research articles (i.e., “for example, see [3–6]”) 
which try to identify the variables that affect the decisions of individuals to make 
recommendations of product, or not. By their very nature, these studies are only 
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able to identify a limited number of such determinant variables. In particular, cus-
tomers’ satisfaction has been linked to recommendation to others as in [7], Ladhari 
et al. identified three drivers—perceived service quality, emotional satisfaction, 
and image—that are positively related to each other and positively influence 
loyalty and recommendation. However, almost all studies in the previous research 
have used numeric variables. So only a limited number of determinants have been 
studied.

Built upon the previous work, we utilize text-mining method to identify the 
important product dimensions comparing to the traditional survey method, which 
are highly related to the quality and thus consumers’ attitudes toward the products.

2. Methodology

In this section we describe the methods that we use for analysis of text content. 
So far text mining has become a very standard procedure to deal with text and here 
the detailed process is listed for education purpose.

Text classification is a supervised learning process to predict the class of a docu-
ment based on a set of features describing the document [8]. The predefined cat-
egories are given compared to the un-supervised learning process. The prediction 
model is automatically learned from a training set and can be used to predict new 
cases. Text classification utilizes various machine-learning algorithms to classify the 
sentence based text documents into one of the previous defined categories. Suppose 
we have a set of documents which could be the reviews posted on the websites by 
consumers, emails by various users, etc. A vector of attributes represents each 
document as   ( X  1  ,  X  2  , ⋯,  X  n  )  . All documents belong to one of predefined categories  
 Y   belongs to  ( Y  1  ,  Y  2  , … ,  Y  m  )  . The attributes are usually term weights from indexing 
which will be discussed in detail in the following sections. For most cases, we deal 
with binary situations. Different machine learning algorithms can be used to pre-
dict the class of the document  Y = f (X)  . Popular machine learning algorithms such 
as Naïve Bayes, multinomial Naïve Bayes, Decision tree, and SVM have been applied 
in text classification problems. Witten and Frank gave the detailed description of 
these common methods if further information is needed.

2.1 Preprocessing

Before applying the learning methods, several preprocessing steps are necessary 
to get the data in the ready format for future analysis. The preprocessing of raw 
data includes: raw text tokenization, case conversion, stop-words removal, and 
stemming.

Firstly, the raw texts are divided into tokens (single word, special symbols, etc.) 
using whitespaces (space, tab, newline character, etc.) as separators to break the 
entire review document into tokens. For example, suppose we have a document “I 
like iPhone. It is the first phone I got and I really like the appearance.” The tokenization 
step will break this sentence into tokens like “I,” “like,” “iPhone,” “got,” etc. Secondly, 
all words are converted to lower cases—case conversion. All the capitalized letters 
will be converted into lower cases. In our examples, the letter “P” is converted to “p” 
and the word “iPhone” is converted to “iphone.” The purpose of case conversion is to 
reduce the number of redundant words by converting them all into the lower cases. 
The third step is stop-words removal. The purpose of the stop-words removal is to 
reduce the size of the classification matrix by reducing the number of irrelevant 
terms. Lots of overly common used words like “the,” “I,” “to,” etc., are useless in clas-
sifying the document into the predefined categories. The efficiency and accuracy of 
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the classifications can be improved by removing these words. In our study, a general 
stop-word list, which contains a consequence of standard stop words with manually 
adaption, is applied. The last step in the preprocessing is the stemming. Word varia-
tions are conflated into a single representative form called the stem. For example, 
connect is the stem for connected, connection, connecting, etc. Stemming significantly 
reduces the number of features and increases the retrieval performance [9]. Here 
we use a dictionary-based stemmer, which is commonly used in text mining. When 
a term is unrecognizable, we use standard decision rules to give the word a correct 
stem.

2.2 Indexing

The result so far is a high-dimensional term-by-document matrix with each cell 
represents the raw frequencies of appearance for each term in each document. The 
rows of the matrix correspond to terms (usually terms are words), and the columns 
represent documents (reviews for example). In [10], Spark Jones showed that there 
is a significant improvement in retrieval performance by using the weighted terms 
vectors. The term weight is often decided by the product of the Term Frequency 
(TF) and the Inverse Document Frequency (IDF) by Spark Jones [11].

The TF measures the frequency of the occurrence of an indexed term in the 
document [12]. The higher the frequency is, the more important this term is in 
characterizing the document. Such frequency of occurrence of an indexed word is 
used to indicate term importance for content representation, i.e., “for example, see 
[13–15].” In our study, the TF was obtained by the raw term frequency. However, not 
every word appears equally across the whole set of review documents. Some words 
appear more frequently than others by nature. The more rarely a term occurs in a 
document collection, the more discriminating that term is. Therefore the weight of 
a term is inversely related to the number of documents in which it appears. So IDF 
is used to take into account of this effect. The logarithm of the IDF was taken to 
reduce the effect of raw IDF-factor.

Finally the total weight of a term  i  in document  j  is given by

   w  ij   =  TF  ij   ×  IDF  i.    (1)

Here,   TF  ij    is equal to the term frequency of term  i  in document  j ;   IDF  i    is equal to 
the inverse document frequency of term  i .

Mathematically,   TF  ij   =  n  ij    with   n  ij    equals to the frequency of term  i  in document  j  
and   IDF  i   =  log  2   (  n _ 

 df  i  
  )  + 1 , with  n  equals to the total number of document in the entire 

reviews collection and   df  i    equals to the number of review documents where term  i  
was present.

2.3 Multi-word phrases

So far the tokenization gives the term-by-document matrix. Each term in the 
matrix is the frequency of a single word. As most of the cases, multi-word phrases 
are also important because phrases have more complete context information than 
individual word. So the most popular class of features used for text classification is 
n-grams [16]. Word n-gram includes the single word (unigram), and higher order 
n-grams like bi-grams, tri-grams. Word n-grams have been used effectively in 
various studies. Unigram to tri-grams have typically been used in text mining and 
large n-gram phrases set require the following use of attribute selection to reduce 
the dimensionalities [17, 18]. For instance, we have sentence “I like iPhone.” We have 
three unigram “I,” “like,” “iPhone”; we have two bi-grams “I like,” “like iPhone,”; and 
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we have one tri-grams “I like iPhone.” For most cases, multi word phrases are not 
popularly used due to the low frequency.

2.4 Dimensionality reduction

So far this weighted term-by-document matrix is a high dimensional matrix due 
to the many distinct terms. Moreover, it is very sparse with many zeros since not all 
documents contain all terms. Large attribute dimensionality incurs high compu-
tational cost and more seriously cause over-fitting problem on many classification 
methods. We choose Gini index as our method for attributes selection since it is 
base upon the distinguishing ability of the word as well as importance of the word.

Gini index was proposed and studied by Aggarwal and Chen [19]. It aims to 
decide which feature variables are decision variables for a decision support applica-
tion. In the training data the key decision variables are identified and trained to 
predict the decisions classes. Training dataset Dtrian contains n reviews and each 
review q belongs to a predefined class with labels s which is drawn from the set 
{1…k}. Overall we have a dxn feature-review matrix with each feature is denoted i 
with i range from 1 to d and each review is denoted by q with q range from 1 to n. 
In our case since the labels will be a binary situation of recommend or not. Now the 
Gini index is calculated to define the level of class discrimination among the data 
points of each feature as follows:

  G (i)  =  ∑ 
s=1

  
k
     f   (i, q, s)    2   (2)

Then we can use Gini index to help us find the key features that are important to 
the decisions. With a bigger Gini index, it indicates a higher discriminating ability 
of that word. So we set a threshold of choosing high value Gini-indexed attributes. 
In previous research the frequency of occurrence of an indexed word has been used 
to indicate term importance for content representation [13–15]. So we set another 
threshold of selecting attributes based on the frequency.

2.5 Classification technique

There are various classification techniques applied in text mining such as Naïve 
Bayesian, vector support machine (SVM), and decision trees. SVM performs clas-
sification more accurately than most other methods in applications, especially for 
high dimensional data. SVM was invented by Vapnik and Chervonenkis in [20] and 
has been used a lot in various areas [16, 21]. SVM are supervised learning models 
that can classify data into the groups. Given a set of training examples, each data 
record is marked as one or the other of two categories. An SVM training algorithm 
builds a model that can assign new examples to one category or the other. In our 
example, we have categories of class: recommend or not recommend the product to 
others.

2.6 Evaluation criteria

In order to evaluate the performance of different classification models, the most 
common measure of accuracy is used.

Accuracy: the percentage correctly classified. If TP, FP, TN, and FN are, 
respectively, the number of positive reviews predicted as positive, the number of 
negative reviews predicted as positive, the number of negative reviews predicted as 
negative, and the number of positive reviews predicted as negative, the accuracy is 
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defined as   (TP + TN)  /  (TP + FP + TN + FN)  . The accuracy should be benchmarked 
to the proportional chance criteria (percentagepositive

2 + (1 − percentagepositive)
2) in 

order to confirm the predictive capabilities of a classifier [22].

3. Data and analysis results

In order to illustrate the method we proposed, we applied the method on two 
examples from two industries for generalization—hotel industry and clothing 
industry.

3.1 Example 1: hotel industry

For hotel industry, the data was obtained from orbitz.com, which is one of the 
leading websites in the travel industry in US. On the websites, consumers can only 
leave their reviews, ratings, and recommendation choices after they stayed in the 
hotel and registered with the hotel. We collected the data of a high quality hotel in 
Las Vegas: five-star hotel “Venetian.” We chose Las Vegas among the various cities 
across the whole nation because it is one of the most popular tourist cities in the 
U.S., and attracts a large number of hotel consumers staying and leaving reviews. 
We pick a five-star hotel because as in Las Vegas, in order to attract visitors, lots of 
high-level hotels were built and also because of the low price comparing to other 
locations, five-star hotels are very popular among consumers. Figure 1 showed an 
example of the data.

After preprocessing of the raw reviews we get the term (attribute) by document 
matrix. For each attribute, we calculated the Gini index of that feature and select 
only the ones with a Gini value higher then 0.75 [19] and also frequency is higher 
than the average frequency of the words appearance. Through this we are able to 
find the major attributes that are both important and distinguishing in the evalua-
tions of the hotel. List of feature is shown in Table 1.

From the table we see, around 40 features which are both important and dis-
tinguishing were extracted from the consumer online reviews. For each feature, 
we calculated the tf-idf value to reflect the frequency of occurrences of the word 
features, which indicate the importance of the features for representation of the 
content of the reviews. The evaluation of importance of features was usually deter-
mined by consumer surveys in the past.

Next, classification (SVM) is performed using the selected 38 features as the 
predictive variables. The accuracy is 91.6%. The high accuracy indicated text 
reviews could be used to represent the true thinking of the consumers toward the 
hotel, which can be further used to identify the factors that consumers value as 
when they evaluate the hotels.

Figure 1. 
Review data.
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Feature Mean SD

77315room 0.615905982 0.840249787

29733stai 0.551547381 0.82165562

88564staff 0.400633212 0.777731114

38586time 0.468865486 1.014960226

3343beauti 0.386801959 0.830438556

105417locat 0.369390225 0.805449742

70746servic 0.398964787 0.993875946

80313strip 0.360965236 0.937546462

78256restaur 0.323249126 0.818511494

55318casino 0.358101524 1.021703983

107009pool 0.366315944 1.102540841

84314shop 0.302824825 0.8928519

105376experi 0.319579518 0.940387285

63878comfort 0.283232639 0.809203564

98053friendli 0.271059238 0.786200556

98561food 0.267736792 0.85655244

66324bathroom 0.265218368 0.859496882

40527bed 0.27890465 0.937873975

84318show 0.265786823 0.903504893

74378price 0.229886661 0.855276916

4056view 0.248388399 1.00651292

44890luxuri 0.221286503 0.832020881

91332getawai 0.19446686 0.748517432

53441spaciou 0.177143261 0.74316694

25711weekend 0.185364962 0.791939957

71300huge 0.177202338 0.777282242

29727star 0.189608358 0.94537057

84647charg 0.193639941 1.107387953

45608fun 0.156195461 0.769228367

16666close 0.146094318 0.717195468

63566coupl 0.136324894 0.694853203

43745shower 0.146251093 0.843647845

105560expens 0.123541624 0.695041725

81315smoke 0.176175837 1.211246955

81581size 0.111322238 0.638559951

78951smell 0.137813083 0.880136225

40,466 bar 0.114751923 0.694104255

79248drink 0.124056133 0.760623902

Table 1. 
Venetian Gini selection of words, mean, and SD (n = 2286).
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Last, factor analysis was applied using principal axis factoring in order to iden-
tify the underlying factors of the two hotels. The principle axis factoring analysis 
with a Varimax rotation showed 14 factors with an eigenvalue of one or greater for 
the functions of apps. As stated in Table 3, total variance explained by each factor 
of apps’ functions was also revealed. Specifically, the first factor has an eigenvalue 
of 3.48, which is 21% of the total variance of seven items. The second factor has 
an eigenvalue of 1.74, which is 16% of the total variance of seven items. Then the 
next five factors have an eigenvalue bigger then 1.3. The rest has too small values 
(either below 1 or close to 1) so we did not include them. Normally, eigenvalues 
greater than 1.0 are recommended as a criterion. First seven factors are chosen as in 
Table 2.

The factors are labeled as: (1) room, (2) value, (3) Las Vegas specific hotel 
amenity-casino, (4) other amenities, (5) location, (6) staff, and (7) Las Vegas spe-
cific hotel amenity-entertainment. Among the 38 items, three items were deleted 
for appropriate data reduction for future statistical analysis. As you can see in 
Table 4, AF5 (beautiful), AF13 (experience), AF25 (weekend), AF30 (close), and 
AF33 (expense), were eliminated because they had no significant loading on any of 
the factors above (factor loading less than 0.20) as in Table 3.

3.2 Example 2: clothing industry

In this study, data was obtained from a website which contains information of 
clothes purchasing and reviews by the consumers.

After preprocessing of the raw reviews we get the term (attribute) by document 
matrix. For each attribute, we calculated the Gini index of that feature and select 
only the ones with a Gini value higher then 0.75 [19] and also frequency is higher 
than the average frequency of the words appearance. Through this we are able to 
find the major attributes that are both important and distinguishing in the evalu-
ations of the clothes at different category and performed the text classification. 
The high accuracy (84.9%) indicated text reviews can be used to represent the true 
thinking of the consumers which can be fatherly used to identify the factors that 
consumers value as when they evaluate the clothes.

From the narrowed list of both important and distinguishing features, we are 
able to perform some qualitative diagnostic analysis to identify the determinant 
attributes for each category and also make the comparisons.

Last, we conduct factor analysis using principal axis factoring in order to 
identify the underlying factors for each category. As stated in Table 4, we showed 
the factors for each category and their loading score.

Component Eigen value % of variance Cumulative % SS loadings

1 3.48 21 21 1.53

2 1.74 16 37 1.13

3 1.57 15 53 1.10

4 1.51 13 66 0.95

5 1.41 13 79 0.91

6 1.32 12 91 0.86

7 1.30 9 100 0.66

Table 2. 
Total variance explained.
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Factor loadings

Features 1 2 3 4 5 6 7

1) AF1-room 0.46

AF14-comfort 0.52

AF17-bathroom 0.51

AF18-bed 0.58

AF22-luxury 0.28

AF24-spacious 0.20

AF32-shower 0.32

AF26-huge 0.20

AF35-size 0.26

2) AF2-stay 0.22

AF7-service 0.28

AF20-price 0.21

AF27-star 0.25

AF28-charge 0.38

AF37-bar 0.28

AF38-drink 0.35

3) AF10-casino 0.52

AF34-smoke 0.71

AF36-smell 0.35

4) AF9-restaurant 0.45

AF12-shop 0.47

AF16-food 0.31

5) AF6-location 0.35

AF8-strip 0.70

AF21-view 0.34

6) AF3-staff 0.60

AF15-friendly 0.63

7) AF4-time 0.29

AF11-pool 0.32

AF19-show 0.19

AF23-getaway 0.22

AF29-fun 0.23

AF31-couple 0.31

Table 3. 
Summaries of features and factor loadings.

Factor loadings

Features 1 2 3 4 5 6 7 8

1) Boot 0.48

Cute 0.18

Denim 0.38

Fall 0.28
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Factor loadings

Features 1 2 3 4 5 6 7 8

Flat 0.28

Jacket 0.61

Jean 0.44

Sandal 0.40

Spring 0.17

Sweater 0.15

Tights 0.35

Winter 0.24

2) Knee 0.44

Leg 0.22

Length 0.57

Long 0.35

Petite 0.49

Regular 0.54

Short 0.39

Sleeve 0.17

Torso 0.24

3) Cool 0.31

Day 0.35

Hot 0.58

Light 0.23

Summer 0.54

Warm 0.26

Weather 0.35

4) Fit 0.84

Medium 0.18

Normal 0.23

Size 0.71

Snug 0.20

True 0.46

Usual 0.27

5) Form 0.84

Sexy 0.14

6) Casual 0.29

Classic 0.12

Comfortable 0.17

Dinner 0.28

Elegant 0.15

Event 0.24

Glove 0.17
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4. Discussions

In marketing, means-end chain theory is a widely applied theory which is a 
conceptual cognitive model that suggests consumer decision-making process is 
a series of cognitive developments through linkages between product attributes, 
consequences, and value [23] In the context of product usage, product it self is 
the “means” and the value of the products is the “end.” The product attributes are 

Figure 2. 
Means end chain.

Factor loadings

Features 1 2 3 4 5 6 7 8

Heel 0.28

Night 0.27

Occasion 0.35

Party 0.28

Perfect 0.34

Special 0.31

Wedding 0.33

7) Black 0.21

Blue 0.48

Color 0.52

Dark 0.36

Green 0.37

Navy 0.27

Orange 0.24

Pink 0.27

Red 0.34

White 0.21

Table 4. 
Summaries of features and factor loadings for dress.
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retained in the minds of consumers at abstract level and can influence the evalu-
ation of the product by the consumers. Means-end theory has been used a lot 
e-service quality research [7, 24, 25]. Parasuraman et al. [26] applied this theory as 
the theoretical foundation to develop and conceptualize e-service quality delivered 
by websites.

In our study, the means are the attributes of the hotels/clothes extracted from 
online consumer reviews while the end (consequences) are the key areas catego-
rized by factor analysis based on the importance of the attributes also extracted 
from online consumer reviews through text mining as indicated in Figure 2. 
Through text-mining and factor analysis, a combination of new and traditional 
method, we are able to identify the key drivers of consumers decision-making in 
purchase of two different products.

5. Conclusions

A major finding conclusion of our study is that we can utilize the great volume 
of reviews online to help us identify the key aspects of different product category. 
Online reviews of products and services are present all over the Internet. Potential 
consumers value these greatly. Marketers can also get valuable information from 
reading these reviews. These reviews predominantly contain text-based informa-
tion. This can be of great value to the marketers: we can form this standardized line 
of business analysis procedure which can be applied to any business scenarios and 
offer business insights for business organizations especially for managing products 
and advertising.

We can utilize text-mining methodology to show that consumers’ attitudes 
can be accurately predicted by text mining. In addition to making predictions of 
recommendations, marketers would benefit tremendously by identifying the key 
information from many thousands of reviews.

A framework was developed by which companies can get this important diag-
nostic information. This framework consists of reliance on the importance of words 
based on frequency of occurrence and a new way to look at how certain words have 
greater power to discriminate/distinguish between existence and non-existence 
of recommendations (Gini index). Factor analysis is conducted to extract the key 
dimensions for product evaluations.

Advertisers and marketers would be among the prime beneficiaries once they 
can glean the appropriate information from text-based reviews. The identified 
information can either be strongly used in advertising or to improve the business.
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