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## 1. Introduction

This chapter presents a description of a guidance and control system on robust pathfollowing flight for Unmanned Aerial Vehicle (UAV). Guidance and control systems on path-following flight for UAV, most based on a tracking-error-correction approach, have been studied for several years (Blajer, 1990; Baba et al., 1996, 2002; Kaminer et al., 1998; Boyle \& Chamitoff, 1999; Ochi et al., 2002; Park et al., 2004; Rysdyk, 2006). However, these systems present the difficulty of following in large tracking-error situations, e.g. steep curved path-following or tracking under wind turbulence, which might cause control saturation or divergence because the control command tends to increase as the trackingerror becomes large. One coauthor proposed a variable gain method using fuzzy logic (Baba \& Takano, 1998), which gathers and weighs on control laws according to tracking-error quantities. It performed well, but it was necessary to set some design points and to conduct several gain tunings before applying fuzzy logic.
This chapter presents a novel, simple, yet robust guidance method for path-following UAV (Sato et al., 2006; Yamasaki et al., 2007). The methodology uses pure pursuit guidance instead of traditional tracking-error correction-based methods. Pure pursuit guidance (e.g. Machol et al., 1965) demands only one gain-tuning. It produces guidance commands that are not large, with no relation to tracking error quantities. It can avoid control divergence because the pure pursuit guidance system generates guidance commands in relation to the line-of-sight angle (the angle formed by the UAV velocity vector and the line-of-sight to the target point), which is, at most, $\pi$ radian. That angle might be much less than the tracking error, e.g. 10 m . For that reason, a robust path-following UAV can be realized assisted by pure pursuit guidance (Park et al., 2007). A target point for the UAV to orient is necessary for applying pure pursuit guidance for path-following. We introduced a receding virtual waypoint, which is placed at a proper point along a desired trajectory. This is the point of difference from the error-based reference point described in the literature (Park et al., 2007). The desired path can be provided easily in a form of a function of the trajectory arc length using cubic-spline interpolation based on some waypoints through which the UAV is presumed to fly. Once the path is generated in the form of the function of the arc length, the receding virtual waypoint, which is the target point for pure pursuit guidance, is calculable using the cubic-spline function based on the UAV flight arc length added a few seconds ahead of the future flight path length, as inferred from the UAV dynamics. This added term
provides a future desired maneuver to the UAV, which compensates the UAV's response delay because of the UAV dynamics. Guidance commands for the UAV orientation are generated using the pure pursuit guidance with a receding virtual waypoint. The UAV can change its heading by altering the attitude. The system employs a dynamic inversion technique for the UAV's attitude control. Dynamic inversion techniques (Brockett, 1978; Lane \& Stengel, 1998; Snell et al., 1992; Baba et al., 1996), which enable the UAV to perform a nonlinear path-following ability and to maintain high maneuverability, are well-known control schemes of nonlinear dynamic systems. A dynamic inversion technique with twotime scale separation (Menon et al., 1987; Snell et al., 1992; Azam \& Singh, 1994) is applicable for UAV control, which allows the order of the dynamic inversion controller to be small. The pure pursuit guidance lets the UAV head to the target at any time. Because the pure pursuit guidance can, by its nature, head to a target point only and never works for the velocity control along the velocity vector directly, a velocity control system is necessary to maintain a desired distance from the given trajectory. The velocity controller is designed based also on the dynamic inversion approach, considering the aircraft dynamics.
First, the body axes are explained along with full, rigid body, six-degree-of-freedom, nonlinear equations of motion. Then we will discuss the guidance and control system for UAV, which is based on the pure pursuit guidance law with a receding virtual waypoint, and the two-time scaled dynamic inversion technique, along with velocity control. Several simulations are conducted to demonstrate its path-following robustness under some random wind turbulence and steeply curved path-following situations. We also show a comparison to the tracking-error-correction-based method.

## 2. Symbols and Notations

```
\(x, y, z=\) Components of position vector w.r.t. body axes, \([\mathrm{m}]\)
\(x_{I}, y_{I}, z_{I}=\) Components of position vector w.r.t. inertial axes, \([\mathrm{m}]\)
\(u, v, w=\) Components of airplane velocity along the \(\mathrm{x}, \mathrm{y}, \mathrm{z}\) body axes, respectively, \([\mathrm{m} / \mathrm{s}]\)
\(p, q, r=\) Components of airplane angular velocity about the \(\mathrm{x}, \mathrm{y}, \mathrm{z}\) body axes,
                respectively, [rad/s]
\(\phi, \theta, \psi=\) roll, pitch, and yaw angle, respectively, [rad] or [deg]
\(\delta_{e}, \delta_{a}, \delta_{r}=\) Deflection of elevator, aileron and rudder, respectively, [rad] or [deg]
\(L \quad=\) Lift, \([\mathrm{N}]\)
\(D \quad=\) Drag, \([\mathrm{N}]\)
\(F_{X}, F_{Y}, F_{Z}=\) Guidance forces w.r.t. body axes, [N]
\(F_{\tilde{X}}, F_{\widetilde{Y}}, F_{\tilde{Z}}=\) Guidance forces w.r.t. wind axes, [N]
\(F_{T} \quad=\) Thrust, \([\mathrm{N}]\)
\(\boldsymbol{F}_{\boldsymbol{d}} \quad=\quad\) Desired guidance force vector
\(q_{D} \quad=\quad\) Dynamic pressure, \(\left[\mathrm{N} / \mathrm{m}^{2}\right]\)
\(g, \boldsymbol{g}=\) Acceleration of gravity, \(\left[\mathrm{m} / \mathrm{s}^{2}\right]\) and gravity vector
\(V, \boldsymbol{V}=\) Resultant velocity, \([\mathrm{m} / \mathrm{s}]\) and velocity vector
\(\rho \quad=\) Air density, \(\left[\mathrm{kg} / \mathrm{m}^{3}\right]\)
\(m \quad=\) Mass, [kg]
```

| $S$ | $=$ Wing area, [m²] |
| :--- | :--- |
| $b, \bar{c}$ | $=$ Wing span and wing mean aerodynamic chord, $[\mathrm{m}]$ |
| $h$ | $=$ Altitude, $[\mathrm{m}]$ |
| $\alpha, \alpha_{0}$ | $=$ Angle of attack (AoA) and zero lift angle of attack, [rad] or [deg] |
| $\beta$ | $=$ Side slip angle, [rad] or [deg] |
| $N$ | $=$ Navigation constant |
| $K_{\alpha}, K_{\beta}, K_{\phi}$ | $=$ Slow mode controller gains |
| $K_{p}, K_{q}, K_{r}$ | $=$ Fast mode controller gains |
| $\boldsymbol{a}_{d}$ | $=$ Desired acceleration vector |
| $C_{L}, C_{D}$ | $=$ Lift and drag coefficients |
| $C_{L_{\alpha}}$ | $=$ Lift-curve slope, [/rad] |
| $C_{D 0}$ | $=$ Zero lift drag coefficient |
| $R, \boldsymbol{R}$ | $=$ Relative distance, [m] and line of sight (LOS) vector |
| $E(\beta,-\alpha)$ | $=$ Rotation matrix from the body axes to the wind axes |
| $I_{X}, I_{Y}, I_{Z}$ | $=$ Moments of inertia, [kg m$\left.{ }^{2}\right]$ |
| $C_{X}, C_{Y}, C_{Z}$ | $=$ Aerodynamic force coefficients |
| $C_{l}, C_{m}, C_{n}$ | $=$ Aerodynamic moment coefficients |
| []$_{C}$ | $=$ Concerned with a UAV |
| []$_{d}$ | $=$ Indicates a desired value or command |
| []$_{W}$ | $=$ Concerned with wind axes |
| $[$ ] | $=$ Time derivative |

## 3. Equations of motion

Figure 1 portrays the coordinate system used for this study. The complete, six-degree-offreedom (6DOF), nonlinear, rigid-body dynamics for fixed-wing UAV with respect to the body-fixed axis system depicted in Fig. 1 are modeled by the following 12 first-order differential equations.

$$
\begin{gather*}
\dot{u}=r v-q w-g \sin \theta+\frac{q_{D} S C_{X}}{m}+\frac{F_{T}}{m}  \tag{1}\\
\dot{v}=p w-r u+g \cos \theta \sin \phi+\frac{q_{D} S C_{Y}}{m}  \tag{2}\\
\dot{w}=q u-p v+g \cos \theta \cos \phi+\frac{q_{D} S C_{Z}}{m}  \tag{3}\\
\dot{p}=\frac{I_{Y}-I_{Z}}{I_{X}} q r+\frac{I_{X Z}}{I_{X}}(\dot{r}+p q)+\frac{q_{D} S b}{I_{X}} C_{l}  \tag{4}\\
\dot{q}=\frac{I_{Z}-I_{X}}{I_{Y}} p r+\frac{I_{X Z}}{I_{Y}}\left(r^{2}-p^{2}\right)+\frac{q_{D} S \bar{c}}{I_{Y}} C_{m} \tag{5}
\end{gather*}
$$

$$
\begin{gather*}
\dot{r}=\frac{I_{X}-I_{Y}}{I_{Z}} p q+\frac{I_{X Z}}{I_{Z}}(\dot{p}-q r)+\frac{q_{D} S b}{I_{Z}} C_{n}  \tag{6}\\
\dot{\phi}=p+q \sin \phi \tan \theta+r \cos \phi \tan \theta  \tag{7}\\
\dot{\theta}=q \cos \phi-r \sin \phi  \tag{8}\\
\dot{\psi}=q \sin \phi \sec \theta+r \cos \phi \sec \theta \tag{9}
\end{gather*}
$$

$$
\begin{equation*}
\dot{x}_{I}=u \cos \theta \cos \psi+v(\sin \phi \sin \theta \cos \psi-\cos \phi \sin \psi)+w(\cos \phi \sin \theta \cos \psi+\sin \phi \sin \psi) \tag{10}
\end{equation*}
$$

$$
\begin{equation*}
\dot{y}_{I}=u \cos \theta \sin \psi+v(\sin \phi \sin \theta \sin \psi+\cos \phi \cos \psi)+w(\cos \phi \sin \theta \sin \psi-\sin \phi \cos \psi) \tag{11}
\end{equation*}
$$

$$
\begin{equation*}
\dot{z}_{I}=-u \sin \theta+v \sin \phi \cos \theta+w \cos \phi \cos \theta \tag{12}
\end{equation*}
$$



Figure 1. Coordinate system
For them, we assumed the aerodynamic coefficients appeared in the above equations as follows.

$$
\begin{gather*}
C_{X}=C_{X}\left(\alpha, \beta, \frac{\bar{c} q}{2 V}, \delta_{e}\right)  \tag{13}\\
C_{Y}=C_{Y}\left(\alpha, \beta, \frac{b p}{2 V}, \frac{b r}{2 V}, \delta_{a}, \delta_{r}\right)  \tag{14}\\
C_{Z}=C_{Z}\left(\alpha, \beta, \frac{\bar{c} q}{2 V}, \delta_{e}\right)  \tag{15}\\
C_{l}=C_{l}\left(\alpha, \beta, \frac{b p}{2 V}, \frac{b r}{2 V}, \delta_{a}, \delta_{r}\right) \tag{16}
\end{gather*}
$$

$$
\begin{gather*}
C_{m}=C_{m}\left(\alpha, \beta, \frac{\bar{c} q}{2 V}, \delta_{e}\right)  \tag{17}\\
C_{n}=C_{n}\left(\alpha, \beta, \frac{b p}{2 V}, \frac{b r}{2 V}, \delta_{a}, \delta_{r}\right) \tag{18}
\end{gather*}
$$

Equations (1-3), Eqs. (4-6), Eqs. (7-9), and Eqs. (10-12) respectively represent force equations, moment equations, rotational kinematic equations, and navigation equations. The first nine equations govern the dynamics. The navigation equations are used only for simulations to calculate the UAV position with respect to the earth frame.


Figure 2. Guidance and control block diagram

## 4. Guidance and Control System

Figure 2 portrays a block diagram of the guidance and control system for a path-following UAV, which employs the pure pursuit guidance law for calculating the guidance command, in conjunction with a two-time-scaled dynamic inversion method (Baba et al., 1996, 2002; Sato et al., 2006; Yamasaki et al., 2007) consisting of a slow-state and a fast-state dynamic mode to generate guidance forces for nonlinear dynamic motions of the UAV. This diagram does not include the velocity control, which is discussed later.

### 4.1 Receding virtual waypoints

A desired trajectory might be used to guide a UAV along a predetermined path such as a runway approach and landing. It is useful to generate the desired trajectory from several waypoints. For this study, the cubic spline function is used because it gives the minimum curvature (Blajer, 1990; Jackson \& Crouch, 1991). Figure 3 portrays an interpolated trajectory by the cubic spline function. The circles labeled "WAYPOINT" in Fig. 3 are waypoints that are only used to generate a spline interpolated-trajectory for convenience. They differ from the receding virtual waypoint described later.
A trajectory calculated from cubic spline function can be represented using continuous functions of time or the arc length of the trajectory. The arc length is chosen as the independent variable (Baba et al., 1996, 2002; Ochi et al., 2002; Yamasaki et al., 2007), which enables the UAV to fly at various speeds. A virtual waypoint should be set as the target for the pure pursuit guidance on the generated trajectory along which the trajectory-tracking UAV are to be guided. The virtual waypoint, which is moved in each time step, is obtainable using the cubic spline function of a distance instead of using the arc length of the desired trajectory. The distance is calculated based on the UAV's flight distance added using a few-
seconds more future flight length. Therefore, this virtual waypoint determination approach uses only the flight distance information and obviates extra information such as the tracking error components described in the literature (Park et al., 2007). If the UAV deviates from the desired trajectory, the virtual waypoint is set at a receded point in each time step according to the flight distance, including a flight distance deviated from the desired trajectory, which can avoid rapid correction control. Consequently, this virtual waypoint is designated as "a receding virtual waypoint." Pure pursuit guidance with the receding virtual waypoint can alleviate control saturation, different from the case of tracking-error-correction-based control.


Figure 3. Interpolated trajectory using spline function of the arc length (c.f. WAYPOINT differs from the receding virtual waypoint)

### 4.2 Pure pursuit guidance law

Generally, pure pursuit guidance (PPG) is not used to guide a UAV for rendezvous or intercept purposes if the UAV velocity becomes 1.5 times greater than the target velocity because the guidance forces tend to be diverted when the relative distance between the UAV and the target becomes zero (Machol et al., 1965). However, those problems will not occur for a path-following purpose in keeping the relative distance because target points recede as the UAV moves. The relative distance can be maintained at a few degrees, not zero. Although the proportional navigation ( PN ) guidance might also be considered, the error distance from the desired trajectory is prone to remain at some few degrees because PN guidance tends to keep a line of sight (LOS) angle constant (Zarchan, 2002). In contrast, pure pursuit guidance always guides the UAV to orient in the waypoint direction in spite of both velocities. Therefore, we use the pure pursuit guidance for this study. If the target point velocity is set as zero, the characteristics of PN guidance are almost equal to that of PPG with respect to the UAV orientation direction. Assuming that the UAV pursues a receding virtual waypoint with velocity of $\boldsymbol{V}_{\boldsymbol{C}}$ as portrayed in Fig. 4, the following equation is
satisfied if the line of sight (LOS) vector $\boldsymbol{R}$ and the UAV's velocity vector $\boldsymbol{V}_{\boldsymbol{C}}$ are heading in the same direction.

$$
\begin{equation*}
V_{C} \times R=0 \tag{19}
\end{equation*}
$$

To guide the UAV into the pure pursuit course, the following acceleration feedback is needed for Eq. (19).

$$
\begin{equation*}
\boldsymbol{a}_{\boldsymbol{d}}=\frac{N\left(\boldsymbol{V}_{\boldsymbol{C}} \times \boldsymbol{R}\right) \times \boldsymbol{V}_{\boldsymbol{C}}}{V_{C} R} \tag{20}
\end{equation*}
$$

Therein, $N$ is the navigation constant. Its value is set as 2 for this study, as in a previous study (Park et al., 2007). The following equation might be preferred to using Eq. (20) for implementation purposes in the real system, especially for a large LOS angle, in applying the real LOS angle feedback.

$$
\begin{equation*}
\boldsymbol{a}_{\boldsymbol{d}, \text { real }}=\frac{N\left(\boldsymbol{V}_{\boldsymbol{C}} \times \boldsymbol{R}\right) \times \boldsymbol{V}_{\boldsymbol{C}}}{V_{C} R} \frac{\sigma}{\sin \sigma} \tag{21}
\end{equation*}
$$

In that equation, $\sigma$ is the LOS angle. The equation means that the desired acceleration is exactly proportional to the LOS angle, as measured from, for example, a seeker's angle. However, we use Eq. (20) in this study for simplicity. From Newton's second law, the required guidance force, along with the gravity compensation, can be expressed as

$$
\begin{equation*}
\boldsymbol{F}_{d}=m\left(\boldsymbol{a}_{d}-\boldsymbol{g}\right), \tag{22}
\end{equation*}
$$

where vector $\boldsymbol{g}$ is a gravity vector with respect to the body axes. Thereby, the desired guidance commands are obtained.


Figure 4. Position view of the UAV and the receding virtual waypoint

### 4.3 Derivation of command values

The desired guidance forces are obtained by changing the direction and magnitude of the force vector acting on the UAV. The direction and magnitude of the force vector can be changed generally by altering the UAV's slow dynamic states, i.e., angle of attack (AoA), sideslip angle, and roll (or bank) angle. The desired AoA, sideslip angle, and roll (or bank)
angle is calculable from the desired forces in Eq. (22). The guidance forces shown in Eq. (22) related to the body axes must be transformed to wind-axis forms.

$$
\left(\begin{array}{l}
F_{\tilde{X}}  \tag{23}\\
F_{\widetilde{Y}} \\
F_{\tilde{Z}}
\end{array}\right)=E(\beta,-\alpha)\left(\begin{array}{l}
F_{X} \\
F_{Y} \\
F_{Z}
\end{array}\right)
$$

In that equation, $E(\beta,-\alpha)$ represents the rotation matrix from the body axes to the wind axes. Before deriving the desired lift, $L_{d}$ and the desired roll angle, $\phi_{d}$, we assume coordinated flight, which means zero-sideslip angle. The desired AoA, sideslip angle and bank angle can be expressed by the following simple equations using guidance forces in Eq. (22) (Baba et al., 2002, Yamasaki et al., 2006, 2007).

$$
\begin{gather*}
\alpha_{d}=\frac{1}{C_{L_{\alpha}}}\left(\frac{L_{d}-F_{T} \sin \alpha}{q_{D} S}\right)+\alpha_{0}  \tag{24}\\
\beta_{d}=0  \tag{25}\\
\phi_{d}=\phi+\Delta \phi_{d} \tag{26}
\end{gather*}
$$

In those equations, the following pertain.

$$
\begin{align*}
& L_{d}=\sqrt{F_{\widetilde{Y}}^{2}+F_{\widetilde{Z}}^{2}}  \tag{27}\\
& \Delta \phi_{d}=\tan ^{-1} \frac{F_{Y}}{-F_{Z}} \tag{28}
\end{align*}
$$

The desired additional roll angle appeared in Eq. (28) is determined geometrically with respect to the body axes.

### 4.4 Dynamic inversion



Figure 5. Block diagram of the two-time scaled dynamic inversion controller used in this study

To maintain high maneuverability, a nonlinear dynamic controller is designed. The dynamic inversion (DI) approach is a well-known scheme for nonlinear dynamical control design. We apply for the DI approach for a conventional fixed-wing UAV. In considering control for such a UAV, attitude control is achieved by rotating the UAV. The rotation is achieved by actuating the control surfaces such as elevators, ailerons, and a rudder. The attitude control is generally conducted using two loops: rotation control loop for fast-time scale state dynamics, and attitude control loop for slow-time scale state dynamics. We used the twotime scaled DI approach (Menon et al., 1987; Snell et al., 1992; Azam \& Singh, 1994) to achieve the desired AoA, sideslip angle, and roll angle determined from the previous section. The two-time scaled DI method can reduce the controller order, which simplifies the design process. It can avoid tiresome control design problems arising in non-minimum phase systems. Figure 5 shows the schematic two-time scaled DI controller block diagrams used for this study (Baba et al., 1996; Yamasaki et al., 2006,2007). The inner loop in Fig. 5 corresponds to the fast-state dynamics: the states $p, q$, and $r$ are controlled by the rudder, elevators, and ailerons. The outer loop corresponds to the slow-state dynamics: states $\alpha, \beta$, and $\phi$, which are controlled by the body rate $p, q$, and $r$. Regarding the outer loop, it is assumed that the transient dynamics of the fast states occur so quickly that they have a negligible effect on the slow states. In the inner loop, slow-time scale variables such as $V, \alpha$, and $\beta$ are assumed to remain constant. The fast-time scale controller attempts to maintain the body rates $p_{d}, q_{d}$, and $r_{d}$ close to their values in the outer solution.
To obtain the slow state dynamics related to $V, \alpha$, and $\beta$, the following relations are used.

$$
\begin{gather*}
u=V \cos \alpha \cos \beta  \tag{29}\\
v=V \sin \beta  \tag{30}\\
w=V \sin \alpha \cos \beta \tag{31}
\end{gather*}
$$

The following are obtained after some algebraic manipulations of the above relations with Eqs. (1-3).
$\dot{V}=-\frac{q_{D} S}{m} C_{D_{W}}+\frac{F_{T}}{m} \cos \alpha \cos \beta+g(\cos \phi \cos \theta \sin \alpha \cos \beta+\sin \phi \cos \theta \sin \beta-\sin \theta \cos \alpha \cos \beta)$
$\dot{\alpha}=-\frac{q_{D} S}{m V \cos \beta} C_{L}+q-\tan \beta(p \cos \alpha+r \sin \alpha)+\frac{g}{V \cos \beta}(\cos \phi \cos \theta \cos \alpha+\sin \theta \sin \alpha)-\frac{F_{T} \sin \alpha}{m V \cos \beta}$
$\dot{\beta}=\frac{q_{D} S}{m V} C_{Y_{W}}+p \sin \alpha-r \cos \alpha+\frac{g}{V} \cos \beta \sin \phi \cos \theta+\frac{\sin \beta}{V}\left(g \cos \alpha \sin \theta-g \sin \alpha \cos \phi \cos \theta-\frac{F_{T} \cos \alpha}{m}\right)$
The last two equations and Eq. (7) form the slow-state dynamics related with $\alpha, \beta$, and $\phi$. The desired outer loop slow-state dynamics used for this study are specified by Eq. (35).

$$
\left(\begin{array}{c}
\dot{\alpha}_{d}  \tag{35}\\
\dot{\beta}_{d} \\
\dot{\phi}_{d}
\end{array}\right)=\left(\begin{array}{c}
K_{\alpha}\left(\alpha_{d}-\alpha\right) \\
K_{\beta}\left(\beta_{d}-\beta\right) \\
K_{\phi}\left(\phi_{d}-\phi\right)
\end{array}\right) \equiv\left(\begin{array}{c}
U_{\alpha} \\
U_{\beta} \\
U_{\phi}
\end{array}\right)
$$

Therein, subscript $d$ represents the desired value. The terms $\alpha_{d}, \beta_{d}$, and $\phi_{d}$ are the commanded AoA, sideslip angle, and roll angle given by the guidance part described in Eqs. (24-26). The bandwidths $K_{\alpha}, K_{\beta}$, and $K_{\phi}$ should be slightly lower than or equal to the bandwidths of the UAV dynamics. Solving Eqs. (33-34) and (7) for $(p, q, r)^{T}$, and replacing the respective $(p, q, r)^{T}$ and $(\dot{\alpha}, \dot{\beta}, \dot{\phi})^{T}$ terms to the desired $\left(p_{d}, q_{d}, r_{d}\right)^{T}$ and $\left(U_{\alpha}, U_{\beta}, U_{\phi}\right)^{T}$ terms, one obtains the following.

$$
\left(\begin{array}{l}
p_{d}  \tag{36}\\
q_{d} \\
r_{d}
\end{array}\right)=\left(\begin{array}{ccc}
-\cos \alpha \tan \beta & 1 & -\sin \alpha \tan \beta \\
\sin \alpha & 0 & -\cos \alpha \\
1 & \sin \phi \tan \theta & \cos \phi \tan \theta
\end{array}\right)^{-1}\left(\begin{array}{c}
U_{\alpha}-A_{\alpha} \\
U_{\beta}-A_{\beta} \\
U_{\phi}
\end{array}\right)
$$

In that equation, the following pertain.

$$
\begin{gather*}
A_{\alpha}=\left\{-q_{D} S C_{L}-F_{T} \sin \alpha+m g(\cos \phi \cos \theta \cos \alpha+\sin \theta \sin \alpha)\right\} /(m V \cos \beta)  \tag{37}\\
A_{\beta}=\left\{q_{D} S C_{Y_{W}}-F_{T} \cos \alpha \sin \beta+(\sin \theta \cos \alpha \sin \beta+\sin \phi \cos \theta \cos \beta-\cos \phi \cos \theta \sin \alpha \sin \beta)\right\} /(m V) \tag{38}
\end{gather*}
$$

Equation (36) represents the inverse system of the slow-state dynamics, which yields the fast states' desired values.
The following matrix-form equation, transformed from the moment Eqs. (4-6), models the fast-state dynamics.

$$
\left(\begin{array}{c}
\dot{p}  \tag{39}\\
\dot{q} \\
\dot{r}
\end{array}\right)=\left(\begin{array}{c}
A_{p} \\
A_{q} \\
A_{r}
\end{array}\right)+\left(\begin{array}{ccc}
B_{p a} & 0 & B_{p r} \\
0 & B_{q e} & 0 \\
B_{r a} & 0 & B_{r r}
\end{array}\right)\left(\begin{array}{c}
\delta_{a} \\
\delta_{e} \\
\delta_{r}
\end{array}\right)
$$

The following are used in that equation.

$$
\begin{gather*}
A_{p}=\left\{\begin{array}{l}
\left\{r_{Z Z}\left(I_{X}-I_{Y}+I_{Z}\right) p q+\left(-I_{Z}^{2}+I_{Y} I_{Z}-I_{X Z}^{2}\right) q r+I_{Z} q_{D} S b \mid C_{l_{\beta}} \beta+(b / 2 V)\left(C_{l_{p}} p+C_{l_{r}} r\right)\right] \\
\left.+I_{X Z} q_{D} S b\left[C_{n_{\beta}} \beta+(b / 2 V)\left(C_{n_{p}} p+C_{n_{r} r}\right)\right]\right\} /\left(I_{X} I_{Z}-I_{X Z}^{2}\right) \\
\left.A_{q}=\left\{\left(I_{Z}-I_{X}\right) p r+I_{X Z}\left(r^{2}-p^{2}\right)+q_{D} S \bar{c} \mid C_{m 0}+C_{m_{\alpha}} \alpha+(\bar{c} / 2 V) C_{m_{q}} q\right]\right\} / I_{Y} \\
A_{r}=\left\{\left(I_{X Z}^{2}-I_{X} I_{Y}+I_{X}^{2}\right) p q-I_{X Z}\left(I_{X}-I_{Y}+I_{Z}\right) q r+I_{X Z} q_{D} S b\left[C_{l_{\beta}} \beta+(b / 2 V)\left(C_{l_{p}} p+C_{l_{r}} r\right)\right]\right. \\
\left.+I_{X} q_{D} S b\left[C_{n_{\beta}} \beta+(b / 2 V)\left(C_{n_{p}} p+C_{n_{r}} r\right)\right]\right\} /\left(I_{X} I_{Z}-I_{X Z}^{2}\right) \\
B_{p a}=q_{D} S b\left(I_{Z} C_{l_{\delta_{a}}}+I_{X Z} C_{n_{\delta_{a}}}\right) /\left(I_{X} I_{Z}-I_{X Z}^{2}\right) \\
B_{p r}=q_{D} S b\left(I_{Z} C_{l_{\delta_{r}}}+I_{X Z} C_{n_{\delta_{r}}}\right) /\left(I_{X} I_{Z}-I_{X Z}^{2}\right) \\
B_{q e}=q_{D} S \bar{c} C_{m_{\delta_{e}}} / I_{Y}
\end{array} .\right.
\end{gather*}
$$

$$
\begin{align*}
& B_{r a}=q_{D} \operatorname{Sb}\left(I_{X Z} C_{l_{\delta_{a}}}+I_{X} C_{n_{\delta_{a}}}\right) /\left(I_{X} I_{Z}-I_{X Z}^{2}\right)  \tag{46}\\
& B_{r r}=q_{D} \operatorname{Sb}\left(I_{X Z} C_{l_{\delta_{r}}}+I_{X} C_{n_{\delta_{r}}}\right) /\left(I_{X} I_{Z}-I_{X Z}^{2}\right) \tag{47}
\end{align*}
$$

The desired closed-loop fast-state dynamics used for this study are specified as shown below.

$$
\left(\begin{array}{c}
\dot{p}_{d}  \tag{48}\\
\dot{q}_{d} \\
\dot{r}_{d}
\end{array}\right)=\left(\begin{array}{c}
K_{p}\left(p_{d}-p\right) \\
K_{q}\left(q_{d}-q\right) \\
K_{r}\left(r_{d}-r\right)
\end{array}\right) \equiv\left(\begin{array}{c}
U_{p} \\
U_{q} \\
U_{r}
\end{array}\right)
$$

The terms $p_{d}, q_{d}$, and $r_{d}$ are commanded, roll, pitch, and yaw rate given by the slow-state control calculated from Eq. (36). The bandwidths $K_{p}, K_{q}$, and $K_{r}$ should sufficiently exceed the bandwidths of the outer loop: $\alpha, \beta$, and $\phi$ loop, to avoid coupling between the inner and outer loop dynamics. The bandwidth corresponds to the body rate cut-off frequencies. Solving Eq. (39) for $\left(\delta_{e}, \delta_{a}, \delta_{r}\right)^{T}$ and replacing the respective $\left(\delta_{e}, \delta_{a}, \delta_{r}\right)^{T}$ and $(\dot{p}, \dot{q}, \dot{r})^{T}$ to desired $\left(\delta_{e, d}, \delta_{a, d}, \delta_{r, d}\right)^{T}$ and $\left(U_{p}, U_{q}, U_{r}\right)^{T}$, the desired control surface values are obtained as follows.

$$
\left(\begin{array}{l}
\delta_{a, d}  \tag{49}\\
\delta_{e, d} \\
\delta_{r, d}
\end{array}\right)=\left(\begin{array}{ccc}
B_{p a} & 0 & B_{p r} \\
0 & B_{q e} & 0 \\
B_{r a} & 0 & B_{r r}
\end{array}\right)^{-1}\left(\begin{array}{c}
U_{p}-A_{p} \\
U_{q}-A_{q} \\
U_{r}-A_{r}
\end{array}\right)
$$

Equation (49) represents the inverse system of the fast states dynamics, yielding the desired control surface commands.


Figure 6. Block diagram of the velocity control

### 4.5 Velocity control

The dynamic inversions described above are used only for attitude control and never work directly for the velocity control. In considering the path-following capabilities of a UAV, one must take into account its velocity control, which is necessary to maintain a desired position along the given path. Figure 6 shows a block diagram illustrating the desired velocity dynamics used for this study. The desired velocity-loop dynamics depicted in Fig. 6 are specified as

$$
\begin{equation*}
\dot{\boldsymbol{V}}_{d}=K_{R}\left(R-R_{d}\right)+K_{V}\left(V_{d}-V\right) \equiv U_{a}, \tag{50}
\end{equation*}
$$

where $K_{R}$ and $K_{V}$ respectively signify the relative distance feedback gain and the velocity feedback gain. The velocity inverse dynamics are derived from Eq. (32) by solving for the thrust input; then, replacing $\dot{V}$ by a pseudo-input $U_{a}$ as

$$
\begin{equation*}
F_{T, d}=\left\{m U_{a}-m g(-\sin \theta \cos \alpha \cos \beta+\cos \theta \sin \phi \sin \beta+\cos \theta \cos \phi \sin \alpha \cos \beta)+q_{D} S C_{D_{W}}\right\} /(\cos \alpha \cos \beta) \tag{51}
\end{equation*}
$$

Equation (51) yields the desired thrust force commands so that the desired velocity Eq. (50) holds in the velocity dynamics of the UAV.
The UAV, as well as aircraft, has no active brake in the air. Therefore, velocity is generally controlled gradually relative to an attitude control. The gains $K_{R}$ and $K_{V}$ shown in Eq. (50) must be determined taking account of this fact. The desired velocity control system depicted in Fig. 6 is represented as shown below.

$$
\begin{equation*}
\frac{V}{V_{d}}=\frac{K_{V} s+K_{R}}{s^{2}+K_{V} s+K_{R}} \tag{52}
\end{equation*}
$$

The characteristic equation of a general quadratic system is defined with damping ratio $\zeta$ and natural angular frequency $\omega_{n}$.

$$
\begin{equation*}
s^{2}+2 \zeta \omega_{n} s+\omega_{n}^{2}=0 \tag{53}
\end{equation*}
$$

Comparing the characteristic equation in the above equation with the desired velocity control system, the characteristics of the desired velocity dynamic system are represented as follows.

$$
\begin{gather*}
K_{R}=\omega_{n}^{2}  \tag{54}\\
K_{V}=2 \zeta \omega_{n} \tag{55}
\end{gather*}
$$

Because vibration of the velocity response should be alleviated for smooth path-following purpose, $\zeta$ is set around $1 ; \omega_{n}$ is determined using the following approximated equation, which is based on the approximated long-period mode for the UAV as well as general aircraft so that the velocity response converges gradually.

$$
\begin{equation*}
\omega_{n} \cong \frac{\sqrt{2} g}{V} \tag{56}
\end{equation*}
$$

Thereby, the UAV can follow the given path with PPG with DI attitude controller and DI velocity controller. Figure 7 portrays a schematic diagram of the guidance and control system described thus far.


Figure 7. Schematic diagram of the guidance and control system

## 5. Simulations

These simulations use the YF-16 aircraft model (Gilbert et al., 1976) as a UAV, which includes detailed aerodynamics coefficients, the engine model, and the actuator time lags to demonstrate the guidance and control system in nonlinear 6 degree-of-freedom simulations. The following assumptions simplify the problem and demonstrate the total system.

1. The ambient atmosphere is stationary.
2. The aircraft is symmetric about the $x-z$ plane.
3. The aircraft mass is constant and the engine momentum is negligible.
4. The aircraft model is available and aerodynamic uncertainties are negligible.
5. Information of the inertial position and velocity, angular velocity, and Euler angles is available.
Assumptions 1 and 4 might be violated in some situations, but robustness for model uncertainties, external disturbances, and measurement noise might be compensated with the inner loop design of the dynamic inversion controller (Snell, 1992; Brinker \& Wise, 1996; Boyle \& Chamitoff, 1999) instead of using the proportional control appearing in Eq. (48), along with, for example, an extended Kalman filter, as appearing in the literature (Tanaka et al., 2006).

| Parameters | Values |
| :--- | :--- |
| Mach number | $0.6[\mathrm{Mach}]$ |
| Initial position | $(0.0,0.0,2000.0)[\mathrm{m}]$ |
| Initial heading | $0.0[\mathrm{deg}]$ |
| $R_{d}$ | $500[\mathrm{~m}]$ |
| $N$ | 2 |
| $K_{\alpha}, K_{\beta}, K_{\phi}$ | $4[\mathrm{rad} / \mathrm{s}]$ |
| $K_{p}, K_{q}, K_{r}$ | $8[\mathrm{rad} / \mathrm{s}]$ |
| Actuator time constant | $0.1[\mathrm{~s}]$ |

Table 1. Simulation Settings

### 5.1 Simulations in stationary atmosphere



Figure 8. Tracking flight along a gentle curved path


Figure 9. Control commands during path-following along the gentle curved path (deg)


Figure 10. Tracking flight along a sharply curved path


Figure 11. Control commands during path-following along the sharply curved path (deg)
Figures 8-11 portray simulation results. In Fig. 8, the solid lines labeled "SPLINE" mark the desired flight trajectories; the dashed lines labeled "TEC" and the broken dotted lines "PPG"
respectively portray the conventional tracking-error-correction-based method (Baba, 1996) (TEC) and the pure pursuit guidance-based method with the receding virtual waypoint (PPG), along with their ( $\mathrm{X}, \mathrm{h}$ )-plane and ( $\mathrm{Y}, \mathrm{h}$ )-plane projections. Figure 8 shows that both TEC and the proposed PPG methods have good trajectory-tracking capability in the gentle curved trajectory. Figure 9 shows that no control saturation exists throughout the tracking flight. However, in the case of a sharply curved trajectory tracking flight, the proposed PPG method performs the high tracking ability, although the UAV deviates greatly from the desired trajectory twice whereas the conventional TEC-based method can not follow the trajectory when the UAV is deviated from the trajectory (Fig. 10). Figure 11 shows that the TEC-based method causes control saturation, although the proposed PPG method does not.

### 5.2 Simulations in wind turbulence circumstance

The Dryden wind turbulence model (Parris, 1975) is used for wind perturbation generation. A wind shear model is added to the wind turbulence for setting some averaged wind speed. Turbulence scales and its intensities are determined from prior specifications (MIL-F-8785C, 1980) assisted by linear interpolation for the lack of information range. The wind shear model presented in the specifications (MIL-F-8785C, 1980) is used in the simulations for averaged wind speed generation. As in the previous section, two simulations are conducted: a gentle curved path following and a sharply curved path case. Table 2 shows the turbulence model simulation settings. Other settings are as in Table 1.

| Parameters | Values |
| :--- | :--- |
| Reference altitude for turbulence scales | $1000[\mathrm{~m}]$ |
| Turbulence intensity | Moderate |
| Initial heading | $0.0[\mathrm{deg}]$ |
| Averaged wind at $6.1[\mathrm{~m}]$ | $6.528[\mathrm{~m} / \mathrm{s}]$ |
| Averaged wind direction | East to West |
| (Horizontal blow) |  |

Table 2. Simulation Settings


Figure 12. Time histories of wind turbulence with respect to the body axis components

Figure 12 presents an example of generated wind turbulence components related to the body axes, which are exerted to the UAV guided by the TEC method and the proposed PPG method. That figure shows that the wind turbulence has non-zero averaged velocity. The wind velocity components are frozen to the earth frame: the wind velocities in each simulation are equal when the UAVs fly through the same path, but each component is varied on every field, thereby producing the different velocity components and different result in each simulation.


Figure 13. Tracking flight along a gentle curved path under wind turbulence



Figure 14. Control commands during path-following along the gentle curved path under wind turbulence (deg)

Figures 13-16 show simulation results under wind turbulence. The conventional TEC-based guidance method fails to follow the desired trajectory, even in gently curved trajectory in wind turbulence, whereas the proposed PPG method can recover from the deviation and finally follow the trajectory, even in the sharply curved path-following case. These figures show that the PPG method with the reseeding waypoint has robustness relative to external wind turbulence and to deviation from the desired trajectory, whereas the conventional TEC-based guidance method does not.


Figure 15. Tracking flight along a sharply curved path under wind turbulence


Figure 16. Control commands during path-following along the sharply curved path under wind turbulence (deg)

## 6. Conclusions

A robust path-following guidance and control system for a UAV is introduced. Pure pursuit guidance with a receding virtual waypoint is proposed to achieve robust path-following capability for the UAV. The system enables the UAV to recover from huge-tracking-error situations alleviating control saturation. The UAV can be equipped with robustness for any sharply curved path-following and wind turbulence circumstances. An optimal navigation constant according to a given path and a proper receding virtual waypoint position considering a UAV dynamics should be analyzed in the future.
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