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1. Introduction     

The success of currently available speech recognition systems was restricted to relative 
controlled laboratory conditions or application fields. The performance of these systems 
rapidly degraded in more realistic application environments (Lippmann, 1997). Since the 
vast majority of background noise were introduced by transmission channel, microphone 
distance or environment noise, some new audio feature extraction methods (Perceptual 
Linear Predictive (PLP), RelAtive SpecTrAl (RASTA) (Hermansky, 1990; Hermansky,1994), 
and other ways such as vocal tract length normalization and parallel model combination for 
speech and noise, were used to describe the complex speech variations. Though these 
methods improved the system robustness to noisy environment to some extent, but their 
advantage was limited. 
Since both human speech production and perception are bimodal in nature (Potamianos et 
al, 2003), visual speech information from the speaker’s mouth has been successfully shown 
to improve noisy robustness of automatic speech recognizers (Dupont & Luettin 2000; 
Gravier et al, 2002). There are two main challenging problems in the reported Audio-Visual 
Speech Recognition (AVSR) systems (Nefian et al, 2002; Gravier et al, 2002): First, the design 
of the visual front end, i.e. how to obtain the more static visual speech feature; second, how 
to build a audio-visual fusion model that describes the inherent correlation and asynchrony 
of audio and visual speech. In this paper, we concentrate on the latter issue. 
Previous works on combining multiple features can be divided into three categories: feature 
fusion, decision fusion and model fusion. Model fusion seems to be the best technique to 
integrate information from two or more streams. However, the experiments results of many 
AVSR systems show that although the visual activity and audio signal are correlative, but 
they are not synchronous, the visual activity often precedes the audio signal about 120ms 
(Gravier et al, 2002; Potamianos et al, 2003) . Each AVSR system should take the asynchrony 
into account. 
Since hidden Markov model (HMM) based models achieve promising performance in 

speech recognition, many literatures have adopted Multi-Stream HMM (MSHMM) to 

integrate audio and visual speech feature  (Gravier et al, 2002; Potamianos et al, 2003; Nefian 

et al, 2002), such as State Synchrony Multi-Stream HMM (SS-MSHMM), State Asynchrony 

Multi-Stream HMM (SA-MSHMM) (Potamianos et al, 2003), Product HMM (PHMM) 

(Dupont, 2000), Couple HMM (CHMM) and Factorial HMM (FHMM) (Nefian et al, 2002) O
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and so on. In these models, audio and visual features are imported to two or more parallel 

HMMs with different topology structures respectively, but on some nodes, such as phone, 

syllable et al; some constraints are imposed to limit the asynchrony of audio and visual 

streams to state (phone or syllable) level. These MSHMMs describe the correlation and 

asynchrony of audio and visual speech to some extent. Compared with the single stream 

HMM, system performance is improved especially in noisy speech environment, but these 

MSHMMs can only use phone as recognition unit for speech recognition task on a middle or 

large vocabulary audio-visual database. It constrains the audio and visual stream to be 

synchronous in the phonemic boundary. However, the asynchrony of audio and visual 

stream exceeds phonemic boundary in many conditions. The better recognition rate should 

be obtained if loosing the asynchrony limitation of audio and visual stream. 

In recent years, it was an active research topic to adopt Dynamic Bayesian Network (DBN) 
for speech recognition (Bilmes, 2002; Murphy, 2002; Zweig, 1998). DBN model is a statistic 
model that can represent multiple collections of random variables as they evolve over time. 
It is appropriate to describe complex variables and conditional relationship among the 
variables, since it can automatically learn the conditional probability distribution among the 
variables, with better extensible performance. Bilmes, Zweig et al, used single stream DBN 
model for isolated words and small vocabulary speech recognition (Bilmes et al, 2001; Lv et 
al, 2007). Zhang YM proposed a multi-stream DBN model for speech recognition by 
combining different audio features (MFCC, PLP, RASTA) (Zhang et al, 2003), although the 
model described the asynchrony of audio and visual streams by sharing the same word 
node, while in fact, there are not asynchrony for different audio features from the same 
voice. N. Gowdy expanded this model for audio-visual speech recognition (Gowdy et al, 
2003), an improvement was obtained in word accuracy, while between the word nodes, and 
each stream is not complete independence, which affected the asynchrony of both streams to 
some extent. Bimes proposed a general multi-stream asynchrony DBN model structure 
(Bilmes & Bartels, 2005), in this model, the word transition probability is determined by the 
state transitions and the state positions both in the audio stream and in the visual stream. 
Between the word nodes, two streams have their own nodes and the dependent relationship 
between the nodes. But no more experimental results were given. 
In this work, we use the general multi-stream DBN model structure given in (Bilmes & 
Bartels, 2005) as our baseline model. In (Bilmes & Bartels, 2005), both in audio stream and in 
visual stream, each word is composed of the fixed number of states, and each state is 
associated with observation vectors. The training parameters are very tremendous, 
especially for the task of large vocabulary speech recognition. In order to reduce the training 
parameters, in our model, both in audio stream and in visual stream, each word is 
composed of its corresponding phones sequence, and each phone is associated with 
observation vector. Since phones are shared by all the words, the training parameter will be 
enormously reduced, and we name it Multi-Stream Asynchrony DBN (MS-ADBN) model. 
But MS-ADBN model is word model whose recognition basic units are words. It is not 
appropriate for the task of large vocabulary AVSR. Base on MS-ADBN model, an extra 
hidden node level—state is added between phone node level and observation variable level 
in both stream, resulting in a novel Multi-stream Multi-states Asynchrony DBN (MM-
ADBN) model. In MM-ADBN model, each phone is composed of fixed number of states, 
and each state is associated with observation vector, besides word, dynamic pronunciation 
process of phone is also described. Its recognition basic units are phones, and can be used 
for large vocabulary audio-visual speech recognition. 
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The paper is organized as follows. Section 2 describes the structures and conditional 
probability distributions of the proposed MS-ADBN model and MM-ADBN model. In 
section 3, experiments and evaluations are given, followed by our conclusions in section 4. 

2. Multi-stream asynchrony model 

In this section, at first, we briefly review the previous MSHMM, and then we describe the 
multi-stream asynchrony DBN model proposed in our work. Finally, we make simple 
comparisons for these audio-visual speech recognition models. 

2.1 State asynchrony multi-stream HMM 

Multi-Stream hidden Markov model (MSHMM) was a popular method within audio-visual 
model fusion framework. The MSHMM linearly combines the class log-likelihoods based on 
the audio-only and video-only observations at a number of possible stages (such as state, 
phone et al). In early most cases, the synchronous point of audio stream and visual stream is 
at the HMM state level, and we name it  State Synchronous MSHMM (SS-MSHMM). To take 
asynchrony of audio and visual stream into account, the synchronous point should be taken 
to a coarser level, such as phone, syllable, or word level. However, on one hand, for middle 
and large vocabulary speech recognition, the phone recognition unit must be used; on the 
other hand, to implement easily, previous popular works often use the state asynchrony 
multi-stream HMM (SA-MSHMM) (Gravier, 2002; Nefian et al, 2002), and the synchronous 
points are taken to the phonemic boundaries. Because of the limitation of HMM expression 
ability, such a model can be implemented as a product HMM (PHMM), as illustrated in Fig. 
1. Typically, SA-MSHMM with four audio and four video HMM states is given in Fig. 1 (a), 
and its corresponding product HMM is given in Fig. 1(b). 
 

 
(a) SA-MSHMM with four audio and video states   (b) Corresponding product HMM 

Fig. 1. Illustration of SA-MSHMM and its corresponding product HMM 

The observation probability can be described as: 

 
1{ , }

( ) [ ( ; ; )]
s

s

M
s

j t jsm t jsm jsm
ms a v

b o N o
λω μ σ

=∈

= ∑∏   (1) 

Where, s = a, v, respectively for audio and visual stream. 
s
λ  is stream exponent, 1

a v
λ λ+ = ; 

j is state node, m means mth Gaussian mixture unit, Ms is number of Gaussian mixture unit 
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in sth stream, 
jsmω denotes weight value, μ  and σ  is the mean and covariance of Gaussian 

distribution N(.). 
Although SA-MSHMM can describe the asynchrony of audio and visual stream to some 
extent, But problems remain due to the inherent limitation of the HMM structure.  On one 
hand, for large vocabulary speech recognition tasks, phones are the basic modeling units, 
the model will force the audio stream and the visual stream to be synchronized at the timing 
boundaries of phones, which is not coherent with the fact that the visual activity often 
precedes the audio signal even by 120 ms. On the other hand, Once a little slight varieties 
are done on MSHMM, a large amount of human effort must be placed into making 
significant modifications on top of already complex software without having any guarantees 
about their performance. So a new and unified multi-stream model framework is expected 
to loose the limitation of asynchrony of audio stream and visual stream to the coarser level. 

2.2 MS-ADBN model 

A Dynamic Bayesian Network (DBN) is a statistical model that can represent collections of 
random variables and their dependency relationships as they evolve over time. HMM is just 
special case of much more general DBN model. Comparing with HMM, DBN model has a 
more flexible and extensible structure, and explicitly describes the hierarchical relationship 
of main components (e. g word, phone, state and observation) of speech recognition. In 
general, the DBN model meets two conditions: 1) except the initial frame, the topology 
structure is same in each frame; 2) the condition probability relationship between the frames 
follows the one-order Markov model. Additionally, Uniform training and decoding 
algorithm make the implement of DBN model become easier. 
Since DBN model has some preponderant on describing the complex model structure, 
multi-stream DBN model is expected to model the audio-visual speech recognition structure 
by loosing the asynchrony of the audio stream and visual stream. 
Fig. 2 illustrates the recognition structure of a multi-stream asynchrony DBN (MS-ADBN) 
model. It is composed of a Prologue part (initialization), a Chunk part that is repeated every 
time frame (t), and a closure of sentence with an Epilogue part. Abbreviation of every node 
is denoted in the parentheses:  (W) is the word unit in a sentence; (WT) is the occurrence of a 
transition from one word to another word;  (PP1) and (PP2) are the position of the current 
phone in the current word; (PT1) and (PT2) are the occurrence of a transition from a phone 
to another phone; (P1) and (P2) is the phone node; O1 is acoustic observation; O2 is visual 
observation vector. The nodes with shade are the observation variables, and the nodes 
without shades are the hidden state variables. 
In MS-ADBN model, the word variable and word transition variable are at the top of the 
structure, when a word transition occurs, it will reset (PP1) and (PP2) to their initial value, 
hence audio stream and visual stream are forced to be synchronous in the same word node. 
While between the word nodes, each stream has its own independence nodes and 
conditional probability distributions between the nodes, each word is composed of its 
corresponding composed phones, and each phone is associated with observation features. 
Namely, it allows two independence representations for dynamic pronunciation process of a 
word in this model. Additionally, word transition is determined by audio and visual steam 
together, to make word transition occur, we must have that both PP1 and PP2 are the last 
phone of current word, as well as both PT1 and PT2 occurs. Comparing with MSHMM, the 
asynchrony of audio and visual stream is really loosed to word level. 
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Fig. 2. MS-ADBN speech recognition model 

While MS-ADBN model only describes the dynamic pronunciation process of word, it is a 
word model whose basic recognition units are words. It is only appropriate for small 
vocabulary speech recognition. For large vocabulary audio visual speech recognition, the 
less recognition sub-word units—phone, should be modeled. 

2.3 MM-ADBN model 

To describe the dynamic process of phone, we proposed a novel multi-stream multi-states 
asynchrony DBN (MM-ADBN) model given in Fig. 3. 
It can be seen that MM-ADBN model is an augmentation of the MS-ADBN model, to which 
we add some extra hidden nodes (state, state position and state transition) and 
corresponding conditional probability relationships between phone variable level and 
observation variable level in both audio stream and visual stream, and new additive parts 
are labelled with red color in Fig.3. In MM-ADBN model, both in audio stream and in visual 
stream, each phone is composed of fixed number of states, and each state is associated with 
observation vector. Hence, it is a phone model whose basic recognition units are phones, 
and can be used for large vocabulary audio-visual speech recognition. In Fig. 3, the 
definitions of the word and phone related nodes are the same as those in the MS-ADBN 
model. The new notations: (SP1) and (SP2) are the position of the current state in the current 
phone; (ST1) and (ST2) are the occurrence of a transition from a state to another state, 
defined similarly as (PT1) or (PT2); (S1) and (S2) are the state node. Suppose the input 

speech contains T frames of features, and the set of all the hidden nodes is denoted as 
1:T
H . 

 
1: 1: 1: 1: 1: 1: 1: 1:

1: 1: 1: 1: 1: 1: 1:

( , , 1 , 2 , 1 , 2 , 1 ,

2 , 1 , 2 , 1 , 2 , 1 , 2 )

T T T T T T T T

T T T T T T T

H W WT PP PP PT PT SP

SP ST ST P P S S

=
  (2) 

For the model given in Fig. 3, the probability of observation can be computed as 

 
1:

1: 1: 1: 1: 1:
( 1 , 2 ) ( , 1 , 2 )

T

T T T T T
H

p O O p H O O=∑  (3) 
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Fig. 3. MM-ADBN speech recognition model 

For a better understanding of MM-ADBN model, we describe each node’s Conditional 
Probability Distributions (CPD) as follows. 
a. Observation Feature (O1 and O2). The observation feature 

t
Ox is a random function of 

the state
tSx with the CPD ( )t t

P Ox Sx , which is described by a normal Gaussian Model 

( ), ,
t tt Sx Sx

N O μ σ  with mean 
tSx

μ and covariance
tSx

σ , where symbol x denotes audio 

stream or visual stream, x=1 means audio stream and x=2 means visual stream, which 
also be used in the following expression. 

b. State transition probability (ST1 and ST2), which describe the probability of the 
transition from the current state to the next state in the audio stream and visual stream 

respectively. The CPD ( )
t t

P STx Sx  is random since each state has a nonzero probability 

for staying at the current state or moving to the next state, in the initial frame, the CPD 
is assumed as 0.5. 

c. State node (S1 and S2), since each phone is composed of fixed number of states, giving 

the current phone and the position of the current state in the phone, the state 
tSx  is 

known with certainty. 

 

( , )

1           is  the    state  of  the  phone  

0       

t t t
p Sx j Px i SPx m

if j m th i

otherwise

= = =

−⎧
= ⎨
⎩

 (4) 

d. State position (SP1 and SP2), in the initial frame, the initial value is zero. In the other 
time slices, its CPD has three behaviors, (i) It might not change from one frame to the 
next frame when there is no state transition and phone transition; (ii) It might increment 
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by 1 when there is a state transition and the model is not in the last state of the phone; 
(iii) It might be reset to 0 when a phone transition occurs. 

 

1 1 1
( | , , )

1    1, 0  

1    m 0,n 0,j i

1    0, 1, 1

0    

t t t t
p SPx j SPx i PTx m STx n

m j

m n j i

otherwise

− − −= = = =

= =⎧
⎪ = = =⎪= ⎨ = = = +⎪
⎪⎩

  (5) 

e. Phone node (P1 and P2). Each word is composed of its corresponding phones, giving 

the current word and the position of the current phone in the word, the phone 
t

Px  is 

known with certainty. 

 

( , )

1      is the  phone of the word 

0     

t t t
p Px j W i PPx m

j m th i

otherwise

= = =

−⎧
= ⎨
⎩

  (6) 

f. Phone position (PP1 and PP2). In the initial frames, the initial value is zero. In the other 
time frame, the CPD is as follows. 

 

1 1 1
( | , , )

1    1, 0  or  m 0,n 0,j i

1    0, 1, 1

0    

t t t t
p PPx j PPx i WT m PTx n

m j

m n j i

otherwise

− − −= = = =

= = = = =⎧
⎪= = = = +⎨
⎪
⎩

  (7) 

g. Phone transition (PT1 and PT2). In this model, each phone is composed of fixed number 

of states. The CPD ( , , )
t t t t

P PTx Px SPx STx  is given by: 

 

( , , ) 

1     1, 1, ( )

1     0, 1, ~ ( )

0     

t t t t
P PTx j Px a SPx b STx m

j m b laststate a

j m b laststate a

otherwise

= = = =

= = =⎧
⎪= = = =⎨
⎪
⎩

  (8) 

Where ( )laststate a  denotes the last state of phone ‘a’. Only when the last state of a phone is 

reached, and a state transition is allowed, the current phone can transit to a new phone unit. 
h. Word transition (WT), which is determined by audio stream and visual stream together. 

 

( , 1 , 2 , 1 , 2 ) 

1     1, 1, 1, 1( ), 2( )

 1     0 ( 1 or 1 or 1( ) or 2( )

0     

t t t t t t
p WT j W a PP b PP c PT m PT n

j m n b lastphone a c lastphone a

j m n b lastphone a c lastphone a

otherwise

= = = = = =

= = = = =⎧
⎪= = ≠ ≠ ≠ ≠⎨
⎪
⎩

 (9) 

The condition 1( )b lastphone a=  means that b corresponds to the last phone of the word ‘a’ in 

the audio stream. Similarly, the condition 2( )c lastphone a=  means that c corresponds to 
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the last phone of the word ‘a’ in the visual stream. Equation (9) means that when the phone 
units reach the last phone of the current word for both in audio stream and in visual stream 
respectively, and phone transitions for both two streams are allowed, the word transition 
occurs. Otherwise, word transition is not changed. 
i. Word node (W), in initial frame, the word variable W starts out using a unigram 

distribution over words in the vocabulary. In the other frames, the word variable 

t
W depends on 

1t
W −

and 
t

WT  with CPD
1

( | , )
t t t

P W j W i WT m s−= = = . 

  

1
( | , )

( , )          1

1          0,

0

t t t
P W j W i WT m

bigram i j if m

if m i j

otherwise

−= = =

=⎧
⎪= = =⎨
⎪
⎩

 (10) 

where ( , )bigram i j means the transition probability from word i to word j. 

2.4 Comparison of model 

It can be known from the above models, main differences of several models are as follows. 
1. The asynchrony of audio stream and visual stream: SS-MSHMM describes the 

asynchrony of the two streams at the HMM state level, and SA-MSHMM (be 
implemented as PHMM) looses the asynchrony to the phone boundary level, while MS-
ADBN model and MM-ADBN model describe the asynchrony of both streams at word 
level. 

2. The different recognition unit: MS-ADBN model is a word model whose recognition 
basic units are words. While MM-ADBN model is a phone model whose recognition 
basic units are phones, and can be used for large vocabulary audio visual speech 
recognition. 

In the following experiments section, for the models proposed in this section, we will make 
some comparisons on the sake of different asynchrony description and different recognition 
basic unit. 

3. Experiments and evaluation 

In our work, The Graphical Models Toolkit (GMTK) (Bilmes & Zweig, 2002) has been used 
for the inference, learning and recognition of all the DBN models and Hidden Markov 
Model Toolkit (HTK)  (Young, 1994) has been used for all HMMs. Speech recognition 
experiments have been done on a continuously spoken audio-visual digit database and an 
audio-visual large vocabulary continuous speech database respectively. 

3.1 Audio visual database description 
The digit continuous audio-visual database has been recorded with the scripts from the 
AURORA database 2.0 (Hirsch & Pearce 2000) which contains digit sequence from 
telephone dialing. Each sequence contains several digits from the digit set {zero, one, …, 
nine, oh}. 22 phone units are obtained by transcribing the digit set with the TIMIT 
dictionary. 100 clean audio-visual sentences have been selected as training set, and another 
50 audio-visual sentences as testing set. White noise with signal to noise ratio (SNR) ranging 
from 0dB to 30dB has been added to obtain noisy speech. 
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The continuous audio-visual experiments database has been recorded with the scripts from 
the TIMIT database. 6 people’s 600 sentences containing 1693 word units have been used in 
our experiments. Totally 76 phone units (including “silence” and short pause “sp”) are 
obtained by transcribing the sentence scripts into phone sequences using the TIMIT 
dictionary. Since the database is relatively small for large vocabulary audio-visual speech 
recognition. To test performance of MM-ADBN model, we use the jackknife procedure, 600 
sentences were split up in six equal parts, and six recognition experiments were carried out. 
In each recognition experiment, 500 sentences are used as training set, the remaining 100 
sentences as testing set. Report test results are the average of the results of six experiments. 
While for MS-ADBN model, since it is word model, to avoid the case that some words in the 
testing sentence may not appear in the training set, all 600 sentences are used as training set 
and testing set. Noisy environments are also considered by adding white noise with SNRs 
ranging from 0dB to 30dB as testing set. 
The above two databases are recorded with the same condition: with high-quality camera, 
clean speech environment, uniform background and lighting. The face of the speaker in the 
video sequence is high-quality frontal upright, and video is MPEG2-encoded at a resolution 
of 704×480, and at 25Hz. 

3.2 Audio and visual feature extraction 

Mel Filterbank Cepstrum Coefficients (MFCC) features are extracted by HTK with the frame 
rate of 100 frames/s. 13 MFCC features, energy, together with their delta and acceleration 
coefficient, resulting in a feature vector of 42 acoustic features (MFCC_E_D_A) has been 
extracted. 
Visual feature extraction is given in Fig. 4, which starts with the detection and tracking of 
the speaker’s face  (Ravyse et al, 2006), Since the mouth is the most important speech organs, 
the contour of the lips is obtained through the Bayesian Tangent Shape Model (BTSM) 
(Zhou et al, 2003), for each image, 20 profile points include outer contour and inner contour 
of the mouth are obtained, which is given in Fig. 5. Based on these profile feature points, we 
extract a 20 dimensional geometrical feature vector: 5 vertical distance features and 5 
horizontal distance features between outer contour feature points, 3 vertical distance 
features and 3 horizontal distance features between inner contour feature points, 4 angle 
features (ǂ, ǃ, θ and φ). Sketch map of the features are given in Fig. 5. 
 

 

Fig. 4. Visual feature extraction 
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(a) Outer contour              (b) Inner contour 

Fig. 5. Profiles and geometrical features of lip 

To eliminate the different speaker’s affection, all visual features are normalized by 
subtracting the corresponding initial frame geometrical feature. In order to describe the 
dynamic visual feature, we extract the delta and acceleration coefficient of the basic visual 
feature. At the same time, the visual features are extracted at 25Hz, since the audio features 
are processed at 100Hz, and the visual features are linearly interpolated to make them occur 
at the same frame rate as the audio features. Totally, the 60 dimensions lip geometrical 
features are obtained. 

3.3 Experiment setup and results 

To evaluate the performance of model proposed in the paper, for the sake of comparison, 
experiments are also done under the same conditions on the conventional triphone HMM, 
two single stream DBN model (Lv et al. 2007): WP-DBN models with word-phone structure 
and WPS-DBN model with word-phone-state structure, At the same time, state synchrony 
multi-stream HMM (SS-MSHMM) and state asynchrony multi-stream HMM (SA-MSHMM) 
are used, and SA-MSHMM is implemented as product HMM, with four audio and four 
video HMM states, totally 16 composite states. For PHMM, at various SNRs (ranging from 
0dB to 30dB), stream exponent of audio stream is varied from 0 to 1 in step of 0.05, and the 
value of the stream exponent that maximized the word accuracy is chosen. 
In the experiments on the digit audio-visual database, for MS-ADBN model, both in audio 

stream and in visual stream, each of the 22 phones is associated with the observation 

feature, with the probability is modeled by 1 Gaussian. Together with the three-phone 

“silence” model and the one phone “short pause” model which actually ties its phone with 

the middle phone of the silence model, totally there are 50 Gaussians in the model for two 

streams. While for MM-ADBN model, in each stream, each of the 22 phones is composed of 

4 states modeled by 1 Gaussian, together with the silence and short pause model, totally, 

there are 182 Gaussian. Since in the training sentences, each digit has about 60 samples, and 

each phone has about 100 occurrences. It can be seen that every model can be properly 

trained. 

In the experiments on the continuous audio-visual database, for MS-ADBN model, in each 
stream, each of the 74 phones is associated with the observation feature, with the probability 
is modeled by 1 Gaussian. Together with the silence and short pause model, totally 
parameters of 154 Gaussians need be trained for both streams. While for MM-ADBN model, 
in each stream, each of the 74 phones is composed of 4 states modeled by 1 Gaussian, 
together with silence model and short pause model, totally, there are 598 Gaussians. As a 
consequence, comparing with MM-ADBN model, MS-ADBN model has relatively small 
training parameters. In the training set, since each word has about 4 samples, MS-ADBN can 
not be trained sufficiently, while each phone has about 600 occurrences. MM-ADBN can be 
properly trained. 
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Setup 0dB 5dB 10dB 15dB 20dB 30dB Clean 0-30dB 

WP-DBN (audio only) 42.94 66.10 71.75 77.97 81.36 96.61 97.74 72.79 

HMM (audio only) 30.21 41.0 62.67 74.62 85.67 98.04 98.79 65.36 

WPS-DBN (audio only) 19.6 28.7 46.41 64.71 81.7 96.08 97.04 56.2 

WP-DBN, video only 66.67 66.67 66.67 66.67 66.67 66.67 66.67 66.67 

HMM (video only) 64.2 64.2 64.2 64.2 64.2 64.2 64.2 64.20 

WPS-DBN (video only) 66.06 66.06 66.06 66.06 66.06 66.06 66.06 66.06 

SS-MSHMM (audio and 
visual feature) 

42.73 54.24 67.88 77.27 85.15 91.21 92.73 69.75 

SA-MSHMM (audio and 
visual feature) 

44.63 55.31 69.23 77.89 86.92 94.36 95.72 71.39 

MS-ADBN (audio and 
visual feature) 

53.94 70.61 86.06 89.39 93.03 95.76 97.27 81.46 

MM-ADBN (audio and 
visual feature) 

33.64 43.03 60.61 73.03 81.52 89.39 94.55 63.54 

Table 1.  Word recognition rate for the digit audio-visual database (in %) 

 

Setup 0dB 5dB 10dB 15dB 20dB 30dB Clean 

WP-DBN (audio only) 2.39 5.61 9.07 14.80 17.06 22.79 27.57 

HMM (audio only) 0.72 1.07 3.46 14.32 27.21 44.87 49.76 

WPS-DBN (audio only) 2.51 5.13 9.11 16.47 29.24 50.48 62.77 

WP-DBN, video only 6.56 6.56 6.56 6.56 6.56 6.56 6.56 

HMM (video only) 10.86 10.86 10.86 10.86 10.86 10.86 10.86 

WPS-DBN (video only) 16.11 16.11 16.11 16.11 16.11 16.11 16.11 

SA-MSHMM (audio and visual 
feature) 

11.69 18.38 25.89 36.99 44.15 52.15 55.37 

MS-ADBN (audio and visual 
feature) 

11.32 12.79 13.18 15.64 17.89 24.10 29.43 

MM-ADBN (audio and visual 
feature) 

16.21 21.16 32.72 40.24 49.38 55.98 65.34 

Table 2.  Word recognition rate for the continuous audio-visual database (in %) 

Word recognition rates for digit audio-visual database and continuous audio-visual 
database, using MS-ADBN model and MM-ADBN model, respectively, are given in Table 1 
and Table 2. For the sake of comparison, word recognition rates obtained from HMM, SS-
MSHMM, SA-MSHMM, WP-DBN model and WPS-DBN model are also given. 
It can be notice from Table 1 and Table 2 that: 
a. For audio-only speech recognition on digit audio-visual database, under clean or 

relatively clean conditions with SNRs as 20dB and 30dB, the speech recognition rates of 
WP-DBN model are lower than those of triphone HMM. But the recognition rates under 
20dB show that WP-DBN is more robust to noisy environments. Additionally, for 
speech recognition with visual features on digit audio-visual database, WP-DBN model 
performs slightly better than triphone HMM. A possible reason is that the DBN model 
describes better the dynamic temporal evolution of the speech process. While WPS-
DBN model has the worse performance than triphone HMM, a possible reason is that 
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WPS-DBN model uses single Gaussian model, triphone HMM uses Multi-Gaussian 
mixture model. For audio only or video only speech recognition on continuous audio-
visual database, WPS-DBN model outperform than triphone HMM at various SNRs. 

b. Because of integrating the visual features and audio features, multi-stream models have 
the better performance than corresponding single stream models. For digit audio-visual 
database, in the noisy environment with signal to noise ratios ranging from 0dB to 
30dB, comparing with HMM, WP-DBN and WPS-DBN model, the average 
improvements of 6.03%, 8.67% and 7.34% are obtained in speech recognition rate from 
SA-MSHMM, MS-ADBN and MM-ADBN model respectively. As well as for continuous 
audio-visual database, in clean speech, the improvements of 5.61%, 7.81% and 0.42% 
respectively. 

c. For digit audio-visual database, MS-ADBN model has the better performance than SS-
MSHMM and SA-MSHMM. This trend becomes even more obvious with the increasing 
of noise. Since the SA-MSHMM forces audio stream and visual stream to be 
synchronized at the timing boundaries of phones, while the MS-ADBN model looses 
the asynchrony of both streams to word level, the recognition results show the evidence 
that the MS-ADBN model describes more reasonable audio visual asynchrony in 
speech. As well as for continuous audio-visual database, MM-ADBN model has the 
better performance than SA-MSHMM. At clean speech environment, MM-ADBN model 
has the improvement of 9.97% than SA-MSHMM in speech recognition rate. 

d. It should be noticed that under all noise conditions for digit audio-visual database, the 
MM-ADBN model gets worse but acceptable recognition rates than the MS-ADBN 
model, while for continuous audio-visual database, MM-ADBN model outperform than 
MS-ADBN model at various SNRs. At clean speech environment, the speech 
recognition rate of MS-ADBN model is 35.91% higher than that of the MS-ADBN in 
speech recognition rate. These are in coincidence with the speech recognition results of 
the single stream WP-DBN model and WPS-DBN model in  (Lv et al. 2007). Since MM-
ADBN model and WPS-DBN model are all phone models and are appropriate for large 
vocabulary speech recognition. MS-ADBN model and WP-DBN model are all word 
models, which cannot be properly trained for large vocabulary database, and they are 
appropriate for small vocabulary speech recognition, since they can be properly trained. 

4. Conclusions and future work 

In this paper, two multi-stream asynchrony Dynamic Bayesian Network (DBN) model: MS-

ADBN model and MM-ADBN model, are proposed for small vocabulary and large 

vocabulary audio-visual speech recognition, which loose the limitation of asynchrony of the  

audio stream and visual stream to word level. Essentially, MS-ADBN model is a word 

model with word-phone-observation topology structure, whose recognition basic units are 

word, while MM-ADBN model is phone model with word-phone-state-observation 

topology structure, whose recognition basic units are phones. Speech recognition 

experiments are done on digit audio-vidio database and continuous audio-vidio database, 

results show that: MS-ADBN model has the highest recognition rate on digit audio-visual 

database; while for continuous audio-visual database, in clean speech environment, 

comparing with SA-MSHMM and MS-ADBN model, the improvements of 35.91% and 

9.97% are obtained for MM-ADBN model in speech recognition rate. In the future work, we 
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will continue to improve the MM-ADBN model, and build up the MM-ADBN model based 

word-triphone-state topology for large vocabulary audio-visual speech recognition. 
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