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1. Introduction 

While automatic speech recognition technologies have been successfully applied to real-

world applications, there still exist several problems which need to be solved for wider 

application of the technologies. One of such problems is noise-robustness of recognition 

performance; although a speech recognition system can produce high accuracy in quiet 

conditions, its performance tends to be significantly degraded under presence of 

background noise which is usually inevitable in most of the real-world applications.  

Recently, audio-visual speech recognition (AVSR), in which visual speech information (i.e., 

lip movements) is used together with acoustic one for recognition, has received attention as 

a solution of this problem. Since the visual signal is not influenced by acoustic noise, it can 

be used as a powerful source for compensating for performance degradation of acoustic-

only speech recognition in noisy conditions. Figure 1 shows the general procedure of AVSR: 

First, the acoustic and the visual signals are recorded by a microphone and a camera, 

respectively. Then, salient and compact features are extracted from each signal. Finally, the 

two modalities are integrated for recognition of the given speech. 

 

 

Fig. 1. General procedure of audio-visual speech recognition 

In this chapter, we focus on the problem of audio-visual information fusion in AVSR, i.e., 
how to combine the two modalities effectively, which is an important issue for noise-robust 
AVSR. A good method of audio-visual fusion should exploit complementary characteristics 
of the two modalities efficiently so that we can obtain robust recognition performance over 
various noisy environments.  O
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First, we give a review of methods for information fusion in AVSR. We present biological 
and psychological backgrounds of audio-visual information fusion. Then, we discuss 
existing fusion methods. In general, we can categorize such methods into two broad classes: 
feature fusion (or early integration) and decision fusion (or late integration). In feature 
fusion, the features from the two information sources are concatenated first and then the 
combined features are fed into a recognizer. In decision fusion, the features of each modality 
are used for recognition separately and the outputs of the two recognizers are integrated for 
the final recognition result. Each approach has its own advantages and disadvantages, 
which are explained and compared in detail in this chapter. 
Second, we present an adaptive fusion method based on the decision fusion approach. 
Between the two fusion approaches explained above, it has been shown that decision fusion 
is more preferable for implementing noise-robust AVSR systems than feature fusion. In 
order to construct a noise-robust AVSR system adopting decision fusion, it is necessary to 
measure relative reliabilities of the two modalities for given speech data and to control the 
amounts of the contribution of the modalities according to the measured reliabilities. Such 
an adaptive weighting scheme enables us to obtain robust recognition performance 
consistently over diverse noise conditions. We compare various definitions of the reliability 
measure which have been suggested in previous researches. Then, we introduce a neural 
network-based method which is effective for generating appropriate weights for given 
audio-visual speech data of unknown noise conditions and thereby producing robust 
recognition results in a wide range of operating conditions. 

2. Audio-visual speech recognition and information fusion 

The ultimate goal of the AVSR technology would be to construct a recognizer whose 
performance is comparable to that of humans. Thus, understanding how humans perceive 
audio-visual speech will be helpful for constructing AVSR systems showing good 
performance. In this section, we review theories of modality integration in humans’ bimodal 
speech perception in the viewpoint of biology and psychology, and presents approaches of 
information fusion for AVSR. 

2.1 Bimodal nature of speech perception 

The process of humans’ speech production is intrinsically bimodal: The configuration of the 
tongue, the jaw, the teeth and the lips determines which specific sound is produced. Many 
of such articulatory movements are visible. Therefore, the mechanism of humans’ speech 
perception is also bimodal. In a face-to-face conversation, we listen to what others say and, 
at the same time, observe their lip movements, facial expressions, and gestures. Especially, if 
we have a problem in listening due to environmental noise, the visual information plays an 
important role for speech understanding (Ross et al., 2007). Even in the clean condition 
speech recognition performance is improved when the talking face is visible (Arnold & Hill, 
2001). Also, it is well-known that hearing-impaired people often have good lipreading skills.  
There exist many researches proving the bimodality of speech perception and showing 
interesting results of audio-visual interaction due to the bimodality: The McGurk effect 
demonstrated the bimodality of the humans’ speech perception by showing that, when the 
acoustic and the visual speech is incongruent, listeners recognize the given speech as a 
sound which is neither the acoustic nor the visual speech (McGurk & MacDonald, 1976). It 
was shown that many phonemes which are acoustically confusable are easily distinguished 
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using visual information (for example, /b/ and /g/) (Summerfield, 1987). Psychological 
experiments showed that seeing speakers’ lips enhances the ability to detect speech in noise 
by decreasing auditory detection threshold of speech in comparison to the audio-only case, 
which is called “bimodal coherence masking protection” meaning that the visual signal acts 
as a cosignal assisting auditory target detection (Grant & Seitz, 2000; Kim & Davis, 2004). 
Such improvement is based on the correlations between the acoustic signal and the visible 
articulatory movement. Moreover, the enhanced sensitivity improves the ability to 
understand speech (Grant & Seitz, 2000; Schwartz et al., 2004).  
A neurological analysis of the human brain shows an evidence of humans’ multimodal 
information processing capability (Sharma et al., 1998): When different senses reach the 
brain, the sensory signals converge to the same area in the superior colliculus. A large 
portion of neurons leaving the superior colliculus are multisensory. In this context, a 
neurological model of sensor fusion has been proposed, in which sensory neurons coming 
from individual sensors are fused in the superior colliculus (Stein & Meredith, 1993). Also, it 
has been shown through positron emission tomography (PET) experiments that audio-
visual speech perception yields increased activity in multisensory association areas such as 
superior temporal sulcus and inferior parietal lobule (Macaluso et al., 2004). Even silent 
lipreading activates the primary auditory cortex, which is shown by neuroimaging 
researches (Calvert et al., 1997; Pekkola et al., 2005; Ruytjens et al., 2007). 
The nature of humans’ perception demonstrates a statistical advantage of bimodality: When 
humans have estimates of an environmental property from two different sensory systems, 
any of which is possibly corrupted by noise, they combine the two signals in the statistically 
optimal way so that the variance of the estimates for the property is minimized after 
integration. More specifically, the integrated estimate is given by the maximum likelihood 
rule in which the two unimodal estimates are integrated by a weighted sum with each 
weight inversely proportional to the variance of the estimate by the corresponding modality 
(Ernest & Banks, 2002). 
The advantage of utilizing the acoustic and the visual modalities for human speech 
understanding comes from the following two factors. First, there exists “complementarity” 
of the two modalities: The two pronunciations /b/ and /p/ are easily distinguishable with 
the acoustic signal, but not with the visual signal; on the other hand, the pronunciations /b/ 
and /g/ can be easily distinguished visually, but not acoustically (Summerfield, 1987). From 
the analysis of French vowel identification experiments, it has been shown that speech 
features such as height (e.g., /i/ vs. /o/) and front-back (e.g., /y/ vs. /u/) are transmitted 
robustly by the acoustic channel, whereas some other features such as rounding (e.g., /i/ vs. 
/y/) are transmitted well by the visual channel (Robert-Ribes et al., 1998). Second, the two 
modalities produce “synergy.”: Performance of audio-visual speech perception can 
outperform those of acoustic-only and visual-only perception for diverse noise conditions 
(Benoît et al., 1994). 

2.2 Theories of bimodal speech perception 
While the bimodality of speech perception has been widely demonstrated as shown above, 
its mechanism has not been clearly understood yet because it would require wide and deep 
psychological and biological understanding about the mechanisms of sensory signal 
processing, high-level information processing, language perception, memory, etc. In this 
subsection, we introduce some existing psychological theories to explain how humans 
perform bimodal speech perception, some of which conflict with each other. 
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There exists a claim that visual speech is secondary to acoustic speech and affects perception 
only when the acoustic speech is not intelligible (Sekiyama & Tohkura, 1993). However, the 
McGurk effect is a counterexample of this claim; the effect is observed even when the 
acoustic speech is not corrupted by noise and clearly intelligible.  
The direct identification model by Summerfield is an extension of Klatt’s lexical-access-
from-spectra model (Klatt, 1979) to a lexical-access-from-spectra-and-face-parameters model 
(Summerfield, 1987). The model assumes that the bimodal inputs are processed by a single 
classifier. A psychophysical model based on the direct identification has been derived from 
the signal detection theory for predicting the confusions of audio-visual consonants when 
the acoustic and the visual stimuli are presented separately (Braida, 1991). 
The motor theory assumes that listeners recover the neuromotor commands to the 
articulators (referred to as “intended gestures”) from the acoustic input (Liberman & 
Mattingly, 1985). The space of the intended gestures, which is neither acoustic nor visual, 
becomes a common space where the two signals are projected and integrated. A motivation 
of this theory is the belief that the objects of speech perception must be invariant with 
respect to phonemes or features, which can be achieved only by neuromotor commands. It 
was argued that the motor theory has a difficulty in explaining the influence of higher-order 
linguistic context (Massaro, 1999). 
The direct realist theory also claims that the objects of speech perception are articulatory 
rather than acoustic events. However, in this theory the articulatory objects are actual, 
phonetically structured vocal tract movements or gestures rather than the neuromotor 
commands (Fowler, 1986).  
The TRACE model is an interactive activation model in which excitatory and inhibitory 
interactions among simple processing units are involved in information processing 
(McClelland & Elman, 1986). There are three levels of units, namely, feature, phoneme and 
word, which compose of a bidirectional information processing channel: First, features 
activate phonemes, and phonemes activate words. And, activation of some units at a level 
inhibits other units of the same level. Second, activation of higher level units activates their 
lower level units; for example, a word containing the /a/ phoneme activates that phoneme. 
Visual features can be added to the TRACE of the acoustic modality, which produces a 
model in which separate feature evaluation of acoustic and visual information sources is 
performed (Campbell, 1988). 
The fuzzy logical model of perception (FLMP) is one of the most appealing theories for 
humans’ bimodal speech perception. It assumes perceiving speech is fundamentally a 
pattern recognition problem, where information processing is conducted with probabilities 
as in Bayesian analysis. In this model, the perception process consists of the three stages 
which are successive but overlapping, as illustrated in Figure 2 (Massaro, 1987; Massaro, 
1998; Massaro, 1999): First, in the evaluation stage, each source of information is evaluated 
to produce continuous psychological values for all categorical alternatives (i.e., speech 
classes). Here, independent evaluation of each information source is a central assumption of 
the FLMP. The psychological values indicate the degrees of match between the sensory 
information and the prototype descriptions of features in memory, which are analogous to 
the fuzzy truth values in the fuzzy set theory. Second, the integration stage combines these 
to produce an overall degree of support for each alternative, which includes multiplication 
of the supports of the modalities. Third, the decision stage maps the outputs of integration 
into some response alternative which can be either a discrete decision or a likelihood of a 
given response.  
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Fig. 2. Illustration of the processes of perception in FLMP. A and V represent acoustic and 
visual information, respectively. a and v are psychological values produced by evaluation of 
A and V, respectively. sk is the overall degree of support for the speech alternative k. 

It is worth mentioning about the validity of the assumption that there is no interaction 
between the modalities. Some researchers have argued that interaction between the acoustic 
and the visual modalities occurs, but it has also argued that very little interaction occurs in 
human brains (Massaro & Stork, 1998). In addition, the model seems to successfully explain 
several perceptual phenomena and be broadening its domain, for example, individual 
differences in speech perception, cross-linguistic differences, distinction between 
information and information-processing. Also, it has been shown that the FLMP gives better 
description of various psychological experiment results than other integration models 
(Massaro, 1999). 

2.3 Approaches for information fusion in AVSR 

The primary challenge in AVSR is to obtain the performance which is equal to or better than 

the performance of any modality for various noise conditions. When the noise level is low, 

the acoustic modality performs better than the visual one and, thus, the audio-visual 

recognition performance should be at least as good as that of the acoustic speech 

recognition. When the noise level is high and the visual recognition performance is better 

than the acoustic one, the integrated recognition performance should be at least the same to 

or better than the performance of the visual-only recognition.  

Besides, we expect the synergy effect of the two modalities by using AVSR systems. Thus, 

the goal of the second challenge in the use of audio-visual information for speech 

recognition is to improve the recognition performance with as a high synergy of the 

modalities as possible. 

These two challenges are illustrated in Figure 3. The audio-visual information fusion process 
is an important issue causing the gap of the audio-visual recognition performance of the two 
cases in the figure. Combining the two modalities should take full advantage of the 
modalities so that the integrated system shows a high synergy effect for a wide range of 
noise conditions. On the contrary, when the fusion is not performed appropriately, we 
cannot expect complementarity and synergy of the two information sources and, moreover, 
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the integrated recognition performance may be even inferior to that of any of the unimodal 
systems, which is called “attenuating fusion” or “catastrophic fusion” (Chibelushi et al., 2002). 
 

 

(a) 

 

(b) 

Fig.  3. Two challenges of AVSR. (a) The integrated performance is at least that of the 
modality showing better performance for each noise level. (b) The integrated recognition 
system shows the synergy effect. 

In general, we can categorize methods of audio-visual information fusion into two broad 
categories: feature fusion (or early integration) and decision fusion (or late integration), 
which are shown in Figure 4. In the former approach, the features of the two modalities are 
concatenated to form a composite feature vector, which is inputted to the classifier for 
recognition. In the latter approach, the features of each modality are used for recognition 
separately and, then, the outputs of the two classifiers are combined for the final recognition 
result. Note that the decision fusion approach shares a similarity with the FLMP explained 
in the previous subsection in that both are based on the assumption of class-conditional 
independence, i.e., the two information sources are evaluated (or recognized) 
independently. 
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Fig. 4. Models for integrating acoustic and visual information. (a) Feature fusion. (b) 
Decision fusion. 

Although which approach is more preferable is still arguable, there are some advantages of 

the decision fusion approach in implementing a noise-robust AVSR system. First, in the 

decision fusion approach it is relatively easy to employ an adaptive weighting scheme for 

controlling the amounts of the contributions of the two modalities to the final recognition 

according to the noise level of the speech, which is because the acoustic and the visual 

signals are processed independently. Such an adaptive scheme facilitates achieving the main 

goal of AVSR, i.e., noise-robustness of recognition over various noise conditions, by utilizing 

the complementary nature of the modalities effectively. Second, the decision fusion allows 

flexible modelling of the temporal coherence of the two information streams, whereas the 

feature fusion assumes a perfect synchrony between the acoustic and the visual feature 

sequences. It is known that there exists an asynchronous characteristic between the acoustic 

and the visual speech: The lips and the tongue sometimes start to move up to several 

hundred milliseconds before the acoustic speech signal (Benoît, 2000). In addition, there 

exists an “intersensory synchrony window” during which the human audio-visual speech 

perception performance is not degraded for desynchronized audio-visual speech (Conrey & 

Pisoni, 2006). Third, while it is required to train a whole new recognizer for constructing a 

feature fusion-based AVSR system, a decision fusion-based one can be organized by using 

existing unimodal systems. Fourth, in the feature fusion approach the combination of the 

acoustic and the visual features, which is a higher dimensional feature vector, is processed 

by a recognizer and, thus, the number of free parameters of the recognizer becomes large. 

Therefore, we need more training data to train the recognizer sufficiently in the feature 

fusion approach. To alleviate this, dimensionality reduction methods such as principal 

component analysis or linear discriminant analysis can be additionally used after the feature 

concatenation. 
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3. Decision fusion with adaptive weighting scheme 

The dominant paradigm for acoustic and visual speech recognition is the hidden Markov 
model (HMM) (Rabiner, 1989). We train an HMM to construct a model for the acoustic or 
visual utterance of a speech class. And, the set of HMMs for all speech classes form a speech 
classifier.  
As discussed in the previous section, the decision fusion approach is a good choice for 

designing a noise-robust AVSR system. Decision fusion in HMM-based AVSR systems is 

performed by utilizing the outputs of the acoustic and the visual HMMs for a given audio-

visual speech datum. The important issue is how to implement adaptive decision fusion to 

obtain noise-robustness over various noise environments. To solve this, it is necessary to 

define the relative reliability measure of a modality (which is affected by the noise level) and 

determine an appropriate weight based on the measured reliabilities.  

In this section, we present the principle of adaptive weighting, various definitions of the 

reliability measure, and a neural network-based method for obtaining proper integration 

weights according to the reliabilities.  

3.1 Adaptive weighting 

Adaptive weighting in decision fusion is performed in the following way: When the acoustic 

and the visual features (OA and OV) of a given audio-visual speech datum of unknown class 

are obtained, the recognized utterance class *C  is given by (Rogozan & Deléglise, 1998)   

 { }* arg max log ( | ) (1 ) log ( | )i i

A A V V
i

C P O P Oγ λ γ λ= + − , (1) 

where i

Aλ  and i

Vλ  are the acoustic and the visual HMMs for the i-th class, respectively, and 

log ( | )iA AP O λ  and log ( | )iV VP O λ  are their outputs (log-likelihoods). The integration weight 

γ  determines how much the final decision relatively depends on each modality. It has a 

value between 0 and 1, and varies according to the amounts of noise contained in the 
acoustic speech. When the acoustic speech is clean, the weight should be large because 
recognition with the clean acoustic speech usually outperforms that with the visual speech; 
on the other hand, when the acoustic speech contains much noise, the weight should be 
sufficiently small. Therefore, for noise-robust recognition performance over various noise 
conditions, it is important to automatically determine an appropriate value of the weight 
according to the noise condition of the given speech signal.  

3.2 Reliability measures 

The reliability of each modality can be measured from the outputs of the corresponding 

HMMs. When the acoustic speech does not contain any noise, there are large differences 

between the acoustic HMMs’ outputs. The differences become small when the acoustic 

speech contains noise, which reflects increased ambiguity in recognition due to the noise. 

This phenomenon is illustrated in Figure 5 which shows the outputs (log-likelihoods) of the 

HMMs for all utterance classes when a speech datum of clean or noisy condition is 

presented. (An utterance of the fourth class in the DIGIT database described in Section 4.1 is 

used for obtaining the result in the figure. For the acoustic features and the recognizer, refer 

to Sections 4.2 and 4.4, respectively.) 
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Fig. 5. Outputs of HMMs for different noise levels. 

Considering this observation, we can define the reliability of a modality in various ways: 

• Average absolute difference of log-likelihoods (AbsDiff) (Adjoudani & Benoît, 1996): 

 
1

1 1

2
| |

( 1)

N N
i j

i j i

S L L
N N

−

= = +

= −
− ∑ ∑ , (2) 

where log ( | )i iL P O λ=  is the output of the HMM for the i-th class and N the number of 

classes being considered. 

• Variance of log-likelihoods (Var) (Lewis & Powers, 2004): 

 2

1

1
( )

1

N
i

i

S L L
N =

= −
− ∑ , (3) 

where 
1

1 N
i

i

L L
N =

= ∑  is the average of the outputs of the N HMMs. 

• Average difference of log-likelihoods from the maximum (DiffMax) (Potamianos & 
Neti, 2000): 

 
1

1
max

1

N
j i

j
i

S L L
N =

= −
− ∑ , (4) 

which means the average difference between the maximum log-likelihood and the other 
ones. 

• Inverse entropy of posterior probabilities (InvEnt) (Matthews et al., 1996): 
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1
( | ) log ( | )
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where ( | )iP C O  is the posterior probability which is calculated by 

 

1

( | )
( | )

( | )

i

i N j

j

P O
P C O

P O

λ
λ

=

=
∑

. (6) 

As the signal-to-noise ratio (SNR) value decreases, the differences of the posterior 
probabilities become small and the entropy increases. Thus, the inverse of the entropy is 
used as a measure of the reliability. 

Performance of the above measures in AVSR will be compared in Section 4. 

3.3 Neural network-based fusion 

A neural network models the input-output mapping between the two reliabilities and the 
integrating weight so that it estimates the optimal integrating weights as shown in Figure 6 
(Lee & Park, 2008), i.e., 

 ˆ ( , )A Vf S Sγ = , (7) 

where f is the function modelled by the neural network and γ̂  the estimated integrating 

weight for the given acoustic and visual reliabilities (SA and SV, respectively). The universal 
approximation theorem of neural networks states that a feedforward neural network can 
model any arbitrary function with a desired error bound if the number of its hidden neurons 
is not limited (Hornik et al., 1989). 
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Fig. 6. Neural network for estimating integration weights. 

The neural network should be trained before it is used as an estimator of the integrating 
weight. To ensure that we obtain appropriate weights for various noise conditions by using 
the neural network, both clean and noisy speech data are used for training. Since it is 
practically impossible to use the data of all possible noise conditions, we use only speech 
data for a few sampled conditions. Specifically, the clean, 20 dB, 10 dB and 0 dB noisy 
speech data corrupted by white noise are used for training. Then, the neural network 
produces appropriate weights for the noise conditions which are not considered during 
training by its generalization capability. 
Training is conducted as follows: First, we calculate the reliability of each modality for each 
training datum by using one of the reliability measures described in Section 3.2. Then, we 
obtain the integrating weights for correct recognition of the datum exhaustively; while 
increasing the weight from 0 to 1 by 0.01, we test whether the recognition result using the 
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weight value is correct. Finally, the neural network is trained by using the reliabilities of the 
two modalities and the found weights as the training input and target pairs. 
The integrating weight for correct recognition appears as an interval instead of a specific 
value. Figure 7 shows an example of this. It is observed that for a large SNR a large interval 
of the weight produces correct recognition and, as the SNR becomes small, the interval 
becomes small. 
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Fig. 7. Intervals of the integration weight producing correct recognition. 

Therefore, the desired target for a training input vector of the neural network is given by an 
interval. To deal with this in training, the original error function used in the training 
algorithm of the neural network, 

 ( )e y t y= − , (8) 

where t and y are the target and the output of the network, respectively, is modified as 

 

for  

( ) 0 for  

for  

l l

l u

u u

y y

e y y

y y

γ γ
γ γ

γ γ

− <⎧
⎪= ≤ ≤⎨
⎪ − <⎩

, (9) 

where lγ  and uγ  are the lower and the upper bounds of the interval of the target weight 

value, respectively, which correspond to the boundaries of the shaded region in Figure 7.  

4. Experiments 

4.1 Databases 

We use the two isolated word databases for experiments: the DIGIT database and the CITY 
database (Lee & Park, 2006). The DIGIT database contains eleven digits in Korean (including 
two versions of zero) and the CITY database sixteen famous Korean city names. Fifty six 
speakers pronounced each word three times for both databases. While a speaker was 
pronouncing a word, a video camera and a microphone simultaneously recorded the face 
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region around the speaker’s mouth and the acoustic speech signal, respectively. The acoustic 
speech was recorded at the rate of 32 kHz and downsampled to 16 kHz for feature 
extraction. The speaker’s lip movements were recorded as a moving picture of size 720x480 
pixels at the rate of 30 Hz.  
The recognition experiments were conducted in a speaker-independent manner. To increase 
reliability of the experiments, we use the jackknife method; the data of 56 speakers are 
divided into four groups and we repeat the experiment with the data of the three groups (42 
speakers) for training and those of the remaining group (14 speakers) for test.  
For simulating various noisy conditions, we use four noise sources of the NOISEX-92 
database (Varga & Steeneken, 1993): the white noise (WHT), the F-16 cockpit noise (F16), the 
factory noise (FAC), and the operation room noise (OPS). We add each noise to the clean 
acoustic speech to obtain noisy speech of various SNRs. 

4.2 Acoustic feature extraction 

The popular Mel-frequency cepstral coefficients (MFCCs) are extracted from the acoustic 

speech signal (Davis & Mermelstein, 1980). The frequency analysis of the signal is 

performed for each frame segmented by the Hamming window having the length of 25 ms 

and moving by 10 ms at a time. For each frame we perform the Fourier analysis, 

computation of the logarithm of the Mel-scale filterbank energy, and the discrete cosine 

transformation. The cepstral mean subtraction (CMS) method is applied to remove channel 

distortions existing in the speech data (Huang et al., 2001). As a result, we obtain 12-

dimensional MFCCs, the normalized frame energy, and their temporal derivatives (i.e., delta 

terms). 

4.3 Visual feature extraction 

The visual features must contain crucial information which can discriminate between the 

utterance classes and, at the same time, is common across speakers having different colors of 

skins and lips and invariant to environmental changes such as illuminations.  

In general, there are two broad categories of visual speech feature extraction: the contour-

based method and the pixel-based method. The contour-based approach concentrates on 

identifying the lip contours. After the lip contours are tracked in the image sequences, 

certain measures such as the height or width of the mouth opening are used as features 

(Kaynak et al., 2004), or a model of the contours is built and a set of parameters describing 

the model configuration is used as a feature vector (Dupont & Luettin, 2000; Gurbuz et al., 

2001). In the pixel-based approach, the image containing the mouth is either used directly or 

after some image transformations (Bregler & Konig, 1994; Lucey, 2003). Image 

transformation methods such as principal component analysis (PCA), discrete cosine 

transform and discrete wavelet transform are frequently used. 

We carefully design the method of extracting the lip area and define an effective 

representation of the visual features derived from the extracted images of the mouth region. 

Our method is based on the pixel-based approach because it has advantages over the 

contour-based one: It does not need a complicated algorithm for accurate tracking of the lip 

contours and does not lose important information describing the characteristics of the oral 

cavity and the protrusion of lips (Matthews et al, 2001). Figure 8 summarizes the overall 

procedure of extracting visual features.  
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Fig. 8. Procedure of visual feature extraction. 

1. We remove the brightness variation across the left and the right parts of an image so 
that the two mouth corners are accurately detected. We model the gradual horizontal 
brightness variation as the linear interpolation of the average pixel values of the left and 
the right small regions in the image. Then, this brightness variation is subtracted from 
the image in the logarithmic domain. 

2. Normalization of the pixel values in the image is performed so that the pixel values of 
all incoming images have the same distribution characteristic. This reduces the 
variations of illumination conditions across recording sessions and the skin color 
difference across speakers. We found that the distribution of whole pixel values of the 
images in the database can be approximated by a Gaussian distribution. Thus, we set 
this Gaussian distribution as a target distribution and each image is transformed into a 
new image which follows the target distribution by the histogram specification 
technique (Gonzalez & Woods, 2001).  

3. To find the mouth corners, we apply the bi-level thresholding method on the images. 
The thresholding is applicable for detecting mouth corners because there are always 
dark regions between upper and lower lips; when the mouth is open, the oral cavity 
appears dark, and when the mouth is closed, the boundary line between the lips 
appears dark. After thresholding, the left and the right end points of the dark region are 
the mouth corners. The mouth region is cropped based on the found corner points, so 
that we obtain scale- and rotation-invariant lip region images of 44x50 pixels. 
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4. For each pixel point, the mean value over an utterance is subtracted. Let I(m,n,t) be the 
(m,n)-th pixel value of the lip region image at the t-th frame. Then, the pixel value after 
mean subtraction is given by  

 
1

1
( , , ) ( , , ) ( , , )

T

t

J m n t I m n t I m n t
T =

= − ∑ , (10) 

where T is the total length of the utterance. This is similar to the CMS technique in 
acoustic feature extraction and removes unwanted variations across image sequences 
due to the speakers’ appearances and the different illumination conditions. 

5. Finally, we apply PCA to find the main linear modes of variations and reduce the 
feature dimension. If we let x be the n0-dimensional column vector for the pixel values 
of the mean-subtracted image, the n-dimensional visual feature vector s is given by 

 ( )TP= −s x x , (11) 

where x  is the mean of x for all training data, P is the n0-by-n matrix whose columns 
are the eigenvectors for the n largest eigenvalues of the covariance matrix for all x’s. 
Here, n is much smaller than n0(=44x50=2200) so that we obtain a compact visual 
feature vector. We set n to 12 in our experiment so that we obtain 12 static features for 
each frame. We also use the temporal derivatives of the static features as in the acoustic 
feature extraction. 

Figure 9 shows the mean image of the extracted lip region images and the four most 
significant principal modes of intensity variations by ±2 standard deviations (std.) for the 
training data of the DIGIT database. We can see that each mode explains distinct variations 
 

Mean + 2 std.- 2 std.

Mode 1

Mode 2

Mode 3

Mode 4

 

Fig. 9. First four principal modes of variations in the lip region images. 
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occurring in the mouth images. The first mode mainly accounts for the mouth opening. The 
second mode shows the protrusion of the lower lip and the visibility of the teeth. In the third 
mode, the protrusion of the upper lip and the changes of the shadow under the lower lip are 
shown. The fourth mode largely describes the visibility of the teeth. 

4.4 Recognizer 
The recognizer is composed of typical left-to-right continuous HMMs having Gaussian 
mixture models (GMMs) in each state. We use the whole-word model which is a standard 
approach for small vocabulary speech recognition tasks. The number of states in each HMM 
is set to be proportional to the number of the phonetic units of the corresponding word. The 
number of Gaussian functions in each GMM is set to three, which is determined 
experimentally. The HMMs are initialized by uniform segmentation of the training data 
onto the HMMs’ states and iterative application of the segmental k-means algorithm. For 
training the HMMs, the popular Baum-Welch algorithm is used (Rabiner, 1989).  

4.5 Results 
First, we compare the reliability measures presented in Section 3.2. The audio-visual fusion 
is performed using the neural networks having five sigmoidal hidden neurons because use 
of more neurons did not show performance improvement. The Levenberg-Marquardt 
algorithm (Hagan & Menhaj, 1994), which is one of the fastest training algorithms of neural 
networks, is used to train the networks.  
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Fig. 10. Comparison of the reliability measures for the DIGIT database. (a) WHT. (b) F16. (c) 
FAC. (d) OPR. 
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Figures 10 and 11 compare the reliability measures for each database, respectively. It is 
observed that DiffMax shows the best recognition performance in an overall sense. The 
inferiority of AbsDiff, Var and InvEnt to DiffMax is due to their intrinsic errors in 
measuring reliabilities from the HMM’s outputs (Lewis & Powers, 2004): Suppose that we 
have four classes for recognition and the HMMs’ outputs are given as probabilities (e.g., 
[0.2, 0.4, 0.1, 0.5]). We want to get the maximum reliability when the set of the HMMs’ 
outputs is [1, 0, 0, 0] after sorting. However, AbsDiff and Var have the maximum values 
when the set of the HMMs’ outputs is [1, 1, 0, 0]. Also, they have the same values for [1, 0, 0, 
0] and [1, 1, 1, 0], which are actually completely different cases. As for InvEnt, when we 
compare the cases of [0.1, 0.1, 0.4, 0.4] and [0.1, 0.2, 0.2, 0.5], the former has a higher value 
than the latter, which is the opposite of what we want. 
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Fig. 11. Comparison of the reliability measures for the CITY database. (a) WHT. (b) F16. (c) 
FAC. (d) OPR. 

Next, we examine the unimdal and the bimodal recognition performance.  Figures 12 and 13 
compare the acoustic-only, the visual-only and the integrated recognition performance in 
error rates for the two databases, respectively. From the results, we can observe the 
followings:  
1. The acoustic-only recognition shows nearly 100% for clean speech but, as the speech 

contains more noise, its performance is significantly degraded; for some noise the error 
rate is even higher than 70% at 0dB.  
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2. The error rate of the visual-only recognition is 36.1% and 22.0% for each database, 
respectively, which appears constant regardless of noise conditions. These values are 
larger than the acoustic-only recognition performance for clean speech but smaller than 
that for noisy speech.  

3. The performance of the integrated system is at least similar to or better than that of the 
unimodal system. Especially, the synergy effect is prominent for 5dB~15dB. Compared 
to the acoustic-only recognition, relative reduction of error rates by the bimodal 
recognition is 39.4% and 60.4% on average for each database, respectively. For the high-
noise conditions (i.e., 0dB~10dB), relative reduction of error rates is 48.4% and 66.9% for 
each database, respectively, which demonstrates that the noise-robustness of 
recognition is achieved.  

4. The neural network successfully works for untrained noise conditions. For training the 
neural network, we used only clean speech and 20dB, 10dB and 0dB noisy speech 
corrupted by white noise. However, the integration is successful for the other noise 
levels of the same noise source and the noise conditions of the other three noise sources. 
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Fig. 12. Recognition performance of the unimodal and the bimodal systems in error rates (%) 
for the DIGIT database. (a) WHT. (b) F16. (c) FAC. (d) OPR. 

Figure 14 shows the integration weight values (the means and the standard deviations) 
determined by the neural network with respect to SNRs for the DIGIT database. It is 
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observed that the automatically determined weight value is large for high SNRs and small 
for low SNRs, as expected. 
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Fig. 13. Recognition performance of the unimodal and the bimodal systems in error rates (%) 
for the CITY database. (a) WHT. (b) F16. (c) FAC. (d) OPR. 

5. Conclusion 

This chapter addressed the problem of information fusion for AVSR. We introduced the 
bimodal nature of speech production and perception by humans and defined the goal of 
audio-visual integration. We reviewed two existing approaches for implementing audio-
visual fusion in AVSR systems and explained the preference of decision fusion to feature 
fusion for constructing noise-robust AVSR systems. For implementing a noise-robust AVSR 
system, different definitions of the reliability of a modality were discussed and compared. A 
neural network-based fusion method was described for effectively utilizing the reliability 
measures of the two modalities and producing noise-robust recognition performance over 
various noise conditions. It has been shown that we could successfully obtain the synergy of 
the two modalities. 
The audio-visual information fusion method shown in this chapter mainly aims at obtaining 

robust speech recognition performance, which may lack modelling of complicated humans’ 

audio-visual speech perception processes. If we consider that the humans’ speech 
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Fig. 14. Generated integration weights with respect to the SNR value for the DIGIT database. 

perception performance is surprisingly good, it is worth investigating such perception 
processes carefully and incorporating knowledge about them into implementing AVSR 
systems. Although it is still not clearly understood about such processes, it is believed that 
the two perceived signals complicatedly interact at multiple stages in humans’ sensory 
systems and brains. As discussed in Section 2.1, visual information helps to detect acoustic 
speech under the presence of noise, which suggests that the two modalities can be used at 
the early stage of AVSR for speech enhancement and selective attention. Also, it has been 
suggested that there exist an early activation of auditory areas by visual cues and a later 
speech-specific activation of the left hemisphere possibly mediated by backward-projections 
from multisensory areas, which indicates that audio-visual interaction takes place in 
multiple stages sequentially (Hertrich et al., 2007). Further investigation of biological 
multimodal information processing mechanisms and modelling them for AVSR would be a 
valuable step toward mimicking humans’ excellent AVSR performance. 
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applications that are able to operate in real-world environments, like mobile communication services and smart

homes.
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