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Abstract

In this chapter, some of the issues associated with radar signal processing are highlighted,
with an emphasis on adaptability. Signal processing operations are carried by systems in
order to enhance the received signal or to clarify its content of information. Received radar
signal should be subjected to processing prior to the extraction of useful target information
out of it so as to emphasize desired signal among other accompanying signals. Processing
of the radio frequency (RF) signal is generally done in an analogue manner, while digital
signal processing (DSP) became dominant in the intermediate-frequency (IF) and low-
frequency portions of the system. Since the detectability and immunity against interference
and clutter strongly depend on the waveform used, it will be more efficient to apply a
diverse waveform instead of confinement to an invariable waveform of a fixed code and
pattern. Adaptive coding, modulation and filtering of radar signals provide high degree of
diversity as well as flexibility and agility for signal processors versus changing sources of
interference and environmentally dependent reflectors. Constant false alarm rate (CFAR) is
an adaptive processing technique that reduces noise and clutter. Different methods are
applied in CFAR technique to adaptively cope with varying clutter density and distribution.

Keywords: filtering, coding, waveform, modulation, adaptive, CFAR

1. Introduction

Radar signal processing is essential in a radar receiver as it is required to enhance and detect

received echo signals that are immersed in noise and clutter. The waveform of the transmitted

signal plays a distinctive role in the performance of the radar receiver to distinguish valid echo

signals from interfering random or hostile received signals. In addition to enhancing the

signal-to-noise ratio (SNR) of received signals, receiver needs to enhance the signal-to-clutter

ratio (SCR) so as to increase the radar detectability of targets inside the sever clutter. The

performance of the radar is highly affected by the level of the interfering signals that share

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
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with the radar signal the same channel. It is affected by the unintentional interference from

adjacent channels, environmental and industrial noise sources and the system noise that is

generated within the elements of radar system itself.

In military applications, radar is affected as well as by intentional interference or jamming

caused by others to deteriorate the ability of the radar to detect hostile targets. Increase in noise

and interference lowers the signal-to-noise ratio and thus allows the false alarms rate (FAR) at

the receiver output to increase. Wideband jamming signals which have already enough power

may find the chance to totally saturate the receiver channel to the extent that the radar might

become useless. One of the drawbacks of pulse radar is its relatively large receiver bandwidth,

which adds more noise and interference. Such a large bandwidth is required to pass the

narrow radar pulses with satisfactory distortion. However, filtering that reduces receiver

bandwidth broadens the pulse and causes distortion, which, as well as noise and interference,

deteriorate the range resolution and accuracy of the radar. This disadvantage of pulse signals

makes continuous wave (CW) radar signals, which require a smaller bandwidth, more prefer-

able within heavy jammed environments. A narrowband interfering signal affects both CW

and pulse radars and does not need a large bandwidth to penetrate through the receiver;

however, it needs higher power to contest with the desired radar signal.

In addition to noise and interference, the radar suffers from other types of signals which are

known as clutter signals. Clutter is any unwanted object that reflects radar signals and will be

shown on the radar display, together with the real targets. In air traffic control radar, both fixed

and very slow moving objects are considered as clutter and need to be filtered out, so as to not

reach the receiver output. There are many radar signal processing techniques that are used to

reduce the clutter, such as constant false alarm rate techniques that serve in the reduction of

both interference and clutter problems. Doppler processing techniques, such as the long-

established moving target indication (MTI) and moving target detection (MTD), are also used

to process cluttered radar signals.

2. Filtering of radar signals

Signal filtering means the processing of signals by altering their behaviour in the frequency

domain, mostly to reject lower and higher frequency interfering signals. In general, in order to

use filters to enhance SNR, bandpass filters (BPFs) process passband signals, while low-pass

filters (LPFs) are used to process baseband signals, namely video signals. On the other hand,

high-pass filters are used in Doppler processing to enhance demodulated video signals due to

reflections that come back from moving objects. Figure 1 demonstrates the frequency response

of a typical BPF.

From the spectral analysis of pulse radar signal, it could be noticed that most of the pulse

energy is concentrated on the main lobe centred about the carrier frequency. North [1] suggests

the reciprocal of the pulse width as the optimum value for the bandwidth of the LPF used to

process radar signals in the presence of white noise. The signal-to-noise ratio at the input of the

filter can be expressed as the signal power to the average thermal noise power:
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SNR ¼

S

N
¼

S

kTB
(1)

where k is the Boltzmann’s constant that equals 1.38 � 10�23 JK�1, T the temperature in Kelvin

and B the bandwidth of the system in Hz. By substituting B with the optimum bandwidth

suggested by North, we get

SNR ¼

S τ

k T
¼

E

No
(2)

where E is the pulse energy and No is the single-sided noise density in W/Hz. This signal-to-

noise ratio which is directly proportional to the energy of the signal is sometimes known as the

detectability factor [2], which is defined as the minimum SNR at the output of a filter that is

matched to the signal. Generally, microwave circuits and transmission lines are still being used

to realize filters in the radio frequency (RF) stages, while passive LC and crystal filters were

used within the intermediate-frequency (IF) stages. Other passive elements, such as surface

acoustic wave (SAW) devices, have been employed in many radar receivers as bandpass filters

and for other purposes [3]. However, digital signal processing (DSP) is often applied in IF and

baseband stages of the radar in order to accomplish the processing of IF and video signals.

Nevertheless, DSP is gradually moving towards RF.

Due to the rapid growth in the fabrication of digital processors and analogue-to-digital con-

verters (ADCs), digital filters today are widely utilized in the IF stages for bandpass filtering

Figure 1. Frequency response of a BPF.
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and other radar signal processing schemes. Both finite impulse response (FIR) and infinite

impulse response (IIR) filters are used to filter IF and video radar signals [4]. For the FIR filter

shown in Figure 2, the current sample of the output signal y(n) can be computed as the sum of

the present sample of the input signal x(n) and the samples prior to it, multiplied by the

coefficients of the filter bk as

y nð Þ ¼
X

N�1

k¼0

bkx n� kð Þ (3)

where N is the number of taps or filter coefficients. N�1 is the filter order, which equals the

number of delays marked as Z�1. FIR filters are stable for all values of coefficients, which

makes them more suitable to be adaptive. Also, they can be designed to have a linear phase

response, unlike IIR filters that have a nonlinear phase response and might be instable.

The design of an FIR filter involves finding the coefficients bk which are the samples of the filter

impulse response h(n), which results in the frequency response that suits the required filter

behaviour. An ideal LPF has an impulse response (kernel) that is proportional to the Sinc function,

which extends to infinity. The convolution of any input signal with that impulse response shall

produce perfect low-pass filtering. Nevertheless, the Sinc function has to be truncated in order to

have an impulse response of a finite length. Because of truncation, the frequency response of the

real filter will involve ripples as well as slower transition band, that occur because of the discon-

tinuity that arises at the end of the truncated Sinc function. An increase of samples of h(n)will not

eliminate these deficiencies because discontinuity is of a key effect. A number of windows are

formulated in order to reduce the side lobes that occur because of rectangular windowing [5]. For

instance, for a filter kernel of length N, the Hamming window is

win nð Þ ¼ 0:54� 0:46cos
2π:n

N

� �

for 0 ≤ n ≤N � 1 (4)

The design of a windowed FIR filter is based on two parameters: the bandwidth, or cut-off

frequency, and the length of the kernel, N. The bandwidth is set as a fraction of the sampling

frequency fs and has a value from 0 to 0.5 (i.e. the folding frequency). Kernel length N sets the

roll-off using the estimate N = 4/BW, where BW is the transition bandwidth, measured from

where the curve just departs from 1 to where it is about 0. The transition bandwidth is also set

as a fraction of the sampling frequency, in the range 0–0.5.

Figure 2. Structure of the FIR filter.
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3. Matched filtering

We discussed the role of filters in shaping the frequency response of the receiver channel and

the reflection of that on the reduction of the white noise signals. Such filtering is less effective

with interfering signals that share the same band with the radar signal, that is, the passband of

the filter. A filter that is matched to a signal is the one whose impulse response is a time-

inverted delayed replica of that signal [6]. Thus, for a transmitted signal s(t), the impulse

response of the filter matched to the transmitted signal will be a delayed time-inverted replica

of s(t), that is,

h tð Þ ¼ s to � tð Þ (5)

where to is the optimum sampling moment. In its discrete form, for a matched FIR digital filter,

its impulse response for a discrete signal of length N is expressed as

h nð Þ ¼ s N � nð Þ (6)

If we consider the response of the matched filter (MF) in the frequency domain, we will find

that the transfer function of that filter is the complex conjugate of a delayed replica of the signal

or a scaled value as

H ƒ
� �

¼ K S∗ ƒ
� �

e�j2πƒto (7)

The abovementioned equation indicates that the filter will be matched to waveform of the

signal represented by its spectrum S(ƒ) rather than its amplitude or time of its arrival. When

we decide on using matched filtering for the processing of signals, we must carry with us that

the signal will be distorted. The idea is to maximize the signal-to-noise ratio at the output of

the filter prior to detection rather than preserving the original waveform of the signal. In most

of the cases, it will be difficult or impossible to realize the filter of a specific transfer function

that is proportional to the signal spectrum conjugate. Thus, special waveforms are to be

designed to accomplish certain functions, such that the corresponding matched filters are

realizable and practical. For further reading, the subject of radar signal waveform design is

explained in detail in [7].

From [1, 4], it is derived that a matched filter can be realized with the aid of a correlator. This is

because the output signal of a filter matched to the transmitted signal is proportional to the

autocorrelation function (ACF) of the transmitted signal or a delayed replica of it, as follows:

y tð Þ ¼ Rss t� toð Þ (8)

This conclusion states that if the received signal was free of noise, the signal at the MF output

would be the autocorrelation function of the transmitted signal. If the received signal was

affected by the presence of any form of noise, the output signal will be the cross-correlation

function of both signals. Due to the lack of correlation between the transmitted signal and

noise, the effect of noise will be dramatically reduced in the output. Figure 3 demonstrates the

use of a correlator in the processing of radar signals. The output signal at the output of a digital
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MF could be either expressed as convolution between the received signal and the impulse

response of the MF given in Eq. (6) or as correlation between the received signal and a delayed

version of the transmitted signal like that shown in Figure 3, according to:

y nð Þ ¼ h nð Þ∗x nð Þ ¼
X∞

k¼�∞

h kð Þx n� kð Þ (9)

y nð Þ ¼ Rsx nð Þ ¼
X∞

k¼�∞

s∗ kð Þx nþ kð Þ (10)

4. Doppler filtering

Doppler filters are applied in the processing of radar signals in order to remove fixed targets

and raise the signal-to-clutter ratio. There are several processing techniques to enhance the

SCR in pulse radar, such as moving target indication used in the short pulse radar and moving

target detection that is used in the pulse Doppler radar [2]. CFAR that will be discussed in

detail is another signal processing technique that improves detection of targets inside clutter. If

the wavelength of radar signal is λ, the Doppler frequency shift in the signal received from a

target moving with a relative velocity vr (to or from the radar) is given as

f d ¼
2vr
λ

(11)

MTI filters are easier to be implemented and cost less compared to MTD processors. For a

video signal, the MTI filter is a high-pass filter used to filter out signals of fixed targets, which

is of zero Doppler frequency, and weakens signals reflected by slow targets. The MTI filter is a

discrete analogue or digital filter. Therefore, it has a periodic frequency response that repeats

each multiple of the sampling frequency, that is, the pulse repetition frequency (PRF) of the

pulse radar. Hence as seen in Figure 4, an MTI filter will reject more than one moving target of

the Doppler frequency that is not actually zero. Those rejected targets are of frequencies that

are multiples of the PRF, which are due to targets having blind speeds that are not sensed by

the radar, that is, it will be blind and will not detect those targets. Substituting PRF in Eq. (11),

the first of those blind speeds is related to the PRF and the wavelength as

vB ¼
PRFλ

2
(12)

Figure 3. Correlator as MF.
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The MTI filter will act as a proper HPF only within the Doppler frequency range �PRF/

2 ≤ fd ≤ PRF/2, as illustrated in Figure 4, where fd is the Doppler frequency of the echo signal,

as defined in Eq. (11). That complies with the Nyquist rate that restricts fs ≥ 2 fd, where fs is

the sampling frequency. For targets of higher Doppler shifts, velocity ambiguity occurs. A

solution to avoid blind speeds difficulty is to use a staggered PRF instead of a fixed PRF.

Accordingly, the probability that a target is in motion with one of the blind speeds is

significantly reduced [6]. For the pulse Doppler radar that applies MTD processing, a bank

of Doppler (i.e. MTI) filters is used to realize a more dynamic range in the Doppler domain.

The use of this technique avoids rejection of moving targets that have blind speeds and will

minimize the ambiguity in the measurement of target velocity.

MTI filters are frequently designed as FIR filters. Two-pulse canceller is a first-order FIR filter

of filter coefficients b = {1, �1}, which is the simplest MTI filter. Higher order filters, such as

the three-pulse canceller of b = {1, �2, 1} and four-pulse canceller of b = {1, �3, 3, �1}, are

mostly used since they provide more flat amplitude frequency response, both in the pass-

band and stopband.

5. Adaptive filtering

FIR filter shown in Figure 2 is stable by definition, and hence it can easily become adaptive

whatever its coefficients are. Its kernel could be modified to adapt, either to the required radar

signal or to the unwanted signal due to noise or clutter [8]. For all FIR filters, the coefficients bk
are the elements of its kernel, that is, samples of its impulse response. For example, an LPF

may be modified in order to reshape its frequency response according to variations of the

received signal. A matched filter can be adapted to diverse waveforms that are transmitted by

the radar to enhance the diversity of detection and/or to avoid some jamming signals. The MTI

filter may alter the location of its notch so as to compensate for a moving radar platform, for

example, an airborne MTI (AMTI) radar [2].

Figure 5 illustrates the basic concept of the adaptive filter. The idea is to filter the input signal x(n)

using an adaptive filter, such that it excels to match that signal to a desired signal d(n). The

Figure 4. Frequency response of the MTI filter.
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filtered signal y(n) is subtracted from the desired signal in order to generate an error signal.

That error signal e(n) drives some adaptive algorithm, which in order generates the filter

coefficients bk in a manner that minimizes the error signal according to that adaptive algo-

rithm. Filter coefficients are known also as tap weights w(k) of the FIR filter. Mean square error

(MSE) algorithm is one of the most popular known algorithms, which in turn includes the least

mean square (LMS) and the recursive least squares (RLS) algorithms [9].

In Figure 5, the estimation error signal at the time index n is e(n). It is fed back to the adaptive

algorithm to minimize some function of the error, known in the literature as the cost function

[10]. In case of the radar, the optimal output signal of the applied adaptive filter is identical to

the desired echo signal, that is, it looks like the transmitted signal. If the output signal of the

filter is identical to the desired signal, the error signal becomes zero.

All MSE algorithms intend to minimize the cost function, which is equal to the expectation of

the square of the difference between the current output signal of the adaptive filter y(n) and the

desired signal, as follows:

ξ nð Þ ¼ E e2 nð Þ
� �

¼ E y nð Þ � d nð Þ½ �2
n o

(13)

LMS algorithm is generally used in adaptive filtering because of the simplicity of the required

computations. It is also known as stochastic gradient-based algorithm, which makes use of the

gradient vector of the filter tap weights in order to converge on the optimal Wiener solution

[9]. That relative simplicity made it the benchmark versus which all other adaptive filtering

algorithms would be judged. At each of the iterations of the LMS algorithm, the filter tap

weights of the filter will be updated in accordance to:

w nþ 1ð Þ ¼ w nð Þ þ 2μe nð Þx nð Þ (14)

In Eq. (14), the parameter μ is the step size, which will be a small positive constant. The step

size manages the influence of the updating factor. The selection of a suitable value for μ is

crucial to the performance of the LMS algorithm. If that value is so small, the time taken by the

Figure 5. Adaptive FIR filter.
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adaptive filter to converge on the optimal solution is going to be very long. In contrast, if μ is so

large, then the adaptive filter might become unstable and thus its output signal would diverge

away from the desired signal [9].

6. Coding of radar signal

A short pulse waveform of a single pulse is modulated only in amplitude. For the small pulse

width, the range resolution is excellent and is directly proportional to that width, namely

δR = c τ/2. However, it will not be enough to resolve scattering targets in Doppler because

Doppler resolution is proportional to the bandwidth. Bandwidth is equal approximately to the

reciprocal of the pulse width and thus the time bandwidth product is about unity. Such

waveforms are used in the MTI radar that uses Doppler processing just to filter out non-

moving targets from its output, which does not require much better Doppler resolution.

Long pulse waveforms consist of a single pulse that is modulated only in amplitude, but now

the duration will be long enough for the scattering targets to be resolved in Doppler. CWradar

signals belong to this class of waveforms, with very long pulse duration. On the other hand, in

a practical situation, it will not be suitable for resolving targets in range, of course unless we

modulate the angle of the signal. Noise-type waveforms consist of pulses that are modulated

with amplitude or phase modulation function that is irregular or noise like and has a relatively

larger time-bandwidth product. This class of waveforms includes those used in pulse com-

pression of radar signals like biphase codes (such as Barker and pseudorandom codes), poly-

phase codes (such as Frank codes), nonlinear frequency modulation (NLFM) pulses, pulse

trains with staggered PRF pulses, trains with frequency shift coding and long pulses with

irregular amplitude modulation [7].

The radar signal is frequently coded with the purpose of pulse compression. Nevertheless, the

frequency and phase coding of the radar signal are employed to accomplish other require-

ments rather than the compression of echo signals. Thus, the conventional pulse or CW radar

signals with fixed frequencies and phase angles are not always the favourable waveforms.

Nevertheless, the environment in the region of the radar includes ground clutter, multipath,

refraction, weather and interference. The optimum radar signal waveform for this application

must contain sufficient energy to achieve detection on the smallest aircraft at the longest range.

It must also have sufficient bandwidth to provide the necessary range accuracy and resolution

and must have a duration long enough to permit velocity discrimination of targets relative to

ground clutter.

Pulse compression [2], also known as pulse coding, is a signal processing practice that is

intended to maximize the sensitivity and resolution of radar systems. In a pulse radar system,

there are several factors that affect each of the radar functional parameters. One of these factors

is the effect of the pulse width in the determination of the range resolution and accuracy. The

radar range equation [1] indicates that the range is affected by the energy of the transmitted

pulse, that is, its power and pulse width. Generally speaking, the ability of any radar to detect

far objects depends primarily on the transmitted signal energy.

Adaptive Coding, Modulation and Filtering of Radar Signals
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For pulse radar, energy is indicated by the average transmitted signal power, which is

expressed as the peak power multiplied by the duty cycle of the transmitter. Even though the

peak transmitter power could be as high as hundreds of kilowatts or even some megawatts, as

pulse radars transmit very short pulses (typically in order of microseconds), the average

transmitted signal power perhaps is much less than 1% of that value. Obviously, this would

not be the efficient use of the available transmitter power.

Transmission of longer pulses improves the detectability of the radar as it increases the average

transmitted signal power. On the other hand, just lengthening the radar pulse has the result of

degrading its range resolution, because the RF pulse would be spread over a larger distance.

Thus, some technique is needed to increase the average power without degradation in the

range resolution and accuracy of measurement. In order to solve this dilemma, we have to

understand that the range resolution of the pulse radar does not essentially depend on trans-

mitted pulse duration but in fact it depends on the bandwidth of the transmitted pulse. In old

radars, a simple rectangular RF pulse is transmitted in each repetition interval. Its bandwidth

is just 1/τ, where τ is the duration. If the carrier signal within the pulse is altered using

frequency or phase modulation, the bandwidth will be increased. Accordingly, the radar

resolution is changed independent of the average transmitted signal power. This kind of

modulation of the transmitted radar pulse is generally known as radar signal coding.

In radar signal processing, pulse compression is one of the techniques that makes use of coding

to increase the bandwidth of the radar signal. At the radar receiver, reflected coded pulses are

compressed in the time domain, which produces a pulse of a finer range resolution than that of

an uncoded pulse. Decoding or compression involves correlating the received signal with a

replica of the transmitted signal. Several methods were developed to realize that, such as

binary phase and polyphase coding, frequency modulation and frequency hopping. Applying

linear frequency modulation (LFM) to the transmitted pulse is often referred to as chirp

coding. The main drawback of pulse compression is the appearance of range side lobes around

the main signal peak after decoding. It may produce echoes that spread out from neighbouring

targets and bring in range ambiguities.

A common signal coding method used in the pulse radar is binary phase shift keying (BPSK),

which involves repeatedly flipping the phase of the RF signal within the duration of the pulse,

according to a code known as the spreading code, which should yield minimum side-lobe

levels after decoding. Barker codes are efficient binary codes, which have lengths of up to

13 bits [2] only. Side lobes can be minimized by the use of complementary codes, which are

carefully selected pairs of codes whose range side lobes cancel out under ideal conditions.

Generally, the efficiency of a particular code is judged by the time-bandwidth product, BT,

where B is the pulse bandwidth and T is the entire transmitted pulse width. To realize a higher

compression ratio, more subpulses of τwidth are used per one long pulse of T duration. For an

uncoded pulse, BT = 1, as B = 1/T only.

For example, a 13-bit Barker code has a time-bandwidth product of 13, which means that each

radar pulse contains 13 times the energy of an uncoded pulse of the same resolution. Range

resolution becomes 13 times finer than that for an uncoded pulse of the same width. A pulse

Doppler radar compromises between range and velocity resolution by applying relatively
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longer pulses, while some radar systems focus on the issue of range resolution more than other

parameters. Precise target tracking, range finders, target recognition and radar imagery appli-

cations are examples of those areas of interest. Synthetic aperture radar (SAR) is widely used

for radar imagery and mapping and for space and aerial reconnaissance, which requires

superior range resolution [3].

Pulse compression is the solution that solves almost all those problems mentioned. It makes

use of specific radar signal processing techniques to provide most of the advantages of very

narrow pulses yet retaining long range with less power. Matched filters, similar to those

discussed in Section 3, are used to perform pulse compression of the received signals. Com-

pression is needed because radar signals are usually expanded in time before transmission and

must be compressed to obtain the desired resolution or sharp focusing. This will enhance

extensively the received signal SNR and thus improve the radar detectability of far and small

targets immersed inside noise and clutter. We can briefly state the merits of the pulse compres-

sion mentioned above in addition to others as follows [7]:

1. Large compression ratio offers higher resolution and accuracy in range and reduction in

the radar minimum range.

2. The reduction of the required receiver bandwidth and thus reduction of interference.

3. The improvement of the SNR of the received signal due to matched filtering or correlation

of signals.

4. Better anti-jamming capabilities, low probability of intercept (LPI), low probability of

exploitation (LPE) and low power that makes the radar system difficult to be detected or

positioned.

5. Long transmitted pulses cause low interference to other radar and communication equip-

ment and thus provide better electromagnetic compatibility (EMC).

6. Ease of using solid-state transmitters and small power supplies like batteries that leads to

small and light systems.

7. The Doppler information in the long pulse received back from a target will be richer than

what is gained from a short pulse.

8. Pulse compression realizes radar imagery and mapping in addition to the possibility for

target recognition and classification, using a high-range resolution (HRR) radar.

There are many techniques used in pulse compression that are generally divided into passive

and active techniques, which include frequency modulation and phase modulation techniques.

7. Phase coding of signals

In this technique of pulse compression, the phase angle of the transmitted radar pulse is

switched between two or more values, while the long pulse is modulated with the radar PRF
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as usual. The relatively long transmitted pulse is divided into an integer number of subpulses,

of equal widths and amplitudes but with different phase angles.

A digital signal or a code sequence is used to determine the phase of each subpulse. It is more

common to use binary or biphase coding [11] to provide the modulated pulse rather than the

ternary, quaternary or higher coding of signal. A signal multiplier may be used to obtain the

binary phase shift keying signal that has a phase angle that swings between 0 and 180�,

according to the modulating digital signal. In Figure 6, such a BPSK modulated pulse is

illustrated. Due to the modulation of the carrier of the transmitted signal with the digital

signal, the bandwidth of the transmitted signal is increased. The spreading of the digital signal

in most cases is a pseudorandom signal that has special desirable correlation features. Such

signals look like white noise, which has an infinite bandwidth and an infinitesimal autocorre-

lation function centred about the zero axis. Those pseudo-noise (PN) binary codes are used in

spread spectrum communication systems, in a similar manner, in order to spread data signals

along the frequency domain. They can be easily generated with the aid of shift registers

(D-type flip flops) and logic circuits.

After the phase-coded signal is amplified and emitted into the radar zone of operation, the

echo signal will be reflected by targets inside that zone. The received echo pulse is compressed

by a matched filter or a correlator. The peak value of the compressed signal, for any code, is

equal to the number of subpulses N times the pulse amplitude. The pulse width of the pulse is

equal to that of the subpulse used, τ. The pulse compression ratio (PCR) is equal to the code

length, that is,

PCR ¼ BT ¼

T

τ

¼ N (15)

Side lobes are generated within the output of the matched filter, before and after the main lobe.

Those side lobes may be reduced by the selection of the proper code for the modulating signal.

Figure 6. Phase-coded BPSK signal.
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Many measures exist to differentiate between the available codes and decide which code is

more desirable for a certain application. The features of a specific code are extracted from the

ACF of the sequence that represents that code. The relations between the peak and the side

lobes are of big importance. The peak-to-side-lobe level (PSL) is defined as the ratio of the

largest square of side-lobe levels xi to the square of the peak of the compressed pulse xo, which

is computed in decibels by [11].

PSL ¼ 10log
Max x2

i

� �

x2
o

� 	

(16)

Barker codes are one class of the famous classes of codes used in the biphase coding of the

radar signal with the purpose of pulse compression. Those codes are characterized with very

small PSL values and particular autocorrelation functions that have side lobes with equal

amplitudes and unity absolute value, similar to that shown in Figure 7.

Barker codes exist for only certain code lengths that are limited to a maximum code length of

13 bits. Table 1 shows all the available Barker codes, where a plus sign represents +1 and the

minus represents �1 bit. We notice that for any of these codes, there exist four allomorphic

codes that are formed by the inversion of the bits and/or the reversal of their order. All these

allomorphic codes will have the same autocorrelation function, and thus we consider only one

of them. The autocorrelation function of a discrete bipolar signal, that is, of ‘+1’ or ‘�1’ values,

is approximated using the discrete temporal aperiodic ACF given as

Φ mð Þ ¼
X

N

k¼1

xkxkþm (17)

where the integer indexm steps over the domain�(N� 1) ≤m ≤ (N� 1) and x = 0 for all indices

k < 0 and k > N + 1.

Figure 7. ACF of 13-bit Barker code.
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Barker codes are a subset of other binary codes known as the minimum peak side lobe (MPS)

codes that attain the lowest PSL for a given code length. Thus, we find that many approaches to

finding binary sequences with good side lobes have been undertaken. By means of an extensive

computer search, binary codes of long lengths can be found. According to [11], Delong has

discovered a considerable number of these codes as long as 99 bits with a peak side lobe ampli-

tude of 7. And according to [7], Kerdock later has built a dedicated computer and has applied it

successively to search for good codes. However, neither of them hasmade any attempt to ascertain

that the discovered codes areMPS nor have they compiled a list of all codes of a given length with

a given PSL, although long codes with excellent PSL values have been discovered this way.

There exist other approaches to achieve longer codes providing higher pulse compression

ratios but look different somewhat from Delong and Kerdock approaches. One of these is the

process of code concatenation or combination, in which available codes are utilized to code the

transmitted pulse at more than one level; thus, each segment of the code is coded again with

another phase code. When utilized with Barker codes it has been called Barker-squared or

combined Barker coding. Referring to [11], Hollis combined a Barker code of length 4 with the

code of length 13 in two ways, each of different ACFs.

8. Pseudorandom codes

A random code is to be obtained when the binary bipolar sequence is determined by a random

process, with an equal probability of 0.5 for both positive and negative values. A pseudoran-

dom, or pseudo-noise code, is obtained when the binary sequence has approximately the same

number of positive and negative values with a probability ≈0.5.

An important class of pseudorandom codes is the maximal-length sequences or shortly the m-

sequences. These sequences are known also in the literature as Galois and PN codes [7]. While

Barker codes are finite, the m-sequences are not finite and can realize higher compression

ratios. Periodic m-sequences are easily generated with the aid of linear shift registers and

XOR gates. The register is fed back with a number of its different stages of outputs, after they

Code length Code sequence PSL, dB

1 + -

2 + �, + + �6

3 + + � �9.5

4 + + � +, + + + � �12

5 + + + � + �14

7 + + + � � + � �16.9

11 + + + � � � + � � + � �20.8

13 + + + + + � � + + � + � + �22.3

Table 1. List of Barker codes.
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are XORed or modulo-2 summed. However, certain feedback connections of the register stages

outputs to the input and not all of them will produce codes of maximal length, that is, m-

sequences. The maximal length of the sequence is the longest possible period for an n-stage

register, which is given in terms of the number of register stages (flip-flops) as

N ¼ 2n � 1 (18)

A cycle of the periodic autocorrelation function of an m-sequence can be computed by Eq. (17). It

is shown in Figure 8where it looks somehow different from the ACF of a Barker code. The ACF

function might be preferred to be normalized to N, which is the peak value at m = 0. As the code

length N tends to infinity and the subpulse width τ tends to zero, the ACF of the m-sequence

tends to that of white noise, which is an impulse that is centred at a zero time shift. Hence, the

name PN is significant. It may be worth to remember that the power spectrum density of white

noise is constant with frequency. A well-known example of white noise is the thermal noise that

has a power density of kTo, where k is the Boltzman’s constant and To is the absolute temperature.

In the absence of Doppler shift, the circular autocorrelation function has two levels. Its amplitude

at the origin (i.e. form = 0) is equal to the length of periodN. For all offsets other thanmultiples of

one period, the magnitude of the function is unity. This may be written as

xm ¼
X

N

k¼1

akakþm ¼
N m ¼ 0, �N,…, � kN

�1 otherwise

�

(19)

There are 2N�1 samples in the autocorrelation function and this function is symmetrical about

the origin. PN codes are often chosen over randomly coded words for application because

their generation and decoding can be easily mechanized, their side lobe levels easily predicted

and they provide a rich source for good codes of arbitrary length. Pseudorandom sequences

have some properties that they share with random sequences and other properties that are

unique for them. The number of segments of ones in each period of the sequence is within one,

that is, �1, of the number of zeros (minuses), which is known as the balance property. In every

period, half the runs have length 1, one-fourth have length 2, one-eighth have length 3 and so

on (the run property).

PN codes can be generated deterministically through the implementation of shift registers with

feedback connections. The initial condition in the shift register determines the starting point of

the code. The condition of all zeros is forbidden. The last stage in the shift register must be

connected to the feedback circuit and there must be an even number of feedback taps [4]. For

maximal-length PN codes, each period has a length of 2n�1 pulses. There are 2n�1 different

maximal-length codes that can be generated from each n-bit shift register, which are simply

shifts of each other derived by changing the seed utilized. The number of different n-bit shift

registers that yield maximal-length codes, that is, the number of codes (including mirror

images), is given by

M ¼
Φ 2n � 1ð Þ

n
(20)
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where Ф(x) here is the Euler phi function [11]. If 2n�1 is a prime number, the number of codes

will be (2n�2)/n, whereas if 2n�1 is factorable into prime numbers denoted as Pi then

M ¼
2n � 1ð Þ

n

Y Pi � 1ð Þ

Pi

(21)

Each prime Pi is used in the foregoing computation only once even if it appears in the

factorization more often. Algebraic sum of all the ACFs for all the starting points of a given

code is (2n�1)2 at the origin and [(N�k)/N] (2n�1) for each segment, k, away from the origin,

in either direction. The ACFs of this waveform is symmetrical about the time delay axis, as

shown in Figure 8.

9. Adaptive coding

Diversity is a key solution for many radar and telecommunications problems. Using diverse

radar elements of different parameters rather than depending on a single element enhances the

radar capability and functionality. For instance, frequency diversity increases the detectability

of the radar to detect different targets of different resonant sizes. Similarly, using diverse PRF

reduces the problem of blind speeds in the Doppler processing of signals [7]. Earlier, most

radar pulse coding was done for the sole purpose of achieving the benefits provided by pulse

compression. Exceptions included the use of frequency modulation for ranging applications,

for example, continuous wave and high PRF radar and the use of coded pulse trains to increase

Doppler resolution. Nowadays, radar signal coding is used for other purposes such as security

and waveform diversity. Waveform diversity takes many forms, including PRI diversity, fre-

quency diversity, amplitude diversity and phase diversity.

Optimal coding is based on a certain criterion such as measurement errors, detection perfor-

mance and false alarm probability. These criteria have traditionally placed certain restrictions

Figure 8. ACF of a 15-bit M-sequence.
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on code selection. For instance, the repeated use of a single pulse code meets most optimality

requirements for traditional applications, and identically coded pulse trains can be used to

demonstrate greatly enhanced Doppler processing [12]. On the other hand, diverse pulse

coding techniques are required to ensure that target responses from individual pulses are

distinguishable from one another. This inherently requires the generation of code families that

possess good autocorrelation properties and cross-correlation properties as well, which are

often mutually exclusive properties.

Phase-coded radar signals offer a remarkable flavour of diversity that simply depends on the

change of the code of the modulation sequence. Such signals are easily generated compared to

other diverse radar signals that require changing the carrier frequency. Frequency hopping

signals may be considered as diverse code signals, in which its pattern of changing codes is

optimized for diversity to avoid jamming, rather than to enhance the range resolution of radar.

For a radar that uses a pseudorandom waveform, a comprehensive search of possible wave-

forms could be attempted. The choice of waveform may be reduced upon many rules, such as

search of maximal-length sequences that do not include binary codes of all ‘1s or all ‘0s, which

definitely do not accomplish the required resolution. Several codes are satisfactorily close that

only one of a set might need to be tried. However, the number of combinations is still big, and

extensive search of high time-bandwidth codes could not be practical using available com-

puters. Nevertheless, regarding the current improvement in computer speeds, the power to do

this seems to be achievable.

For example, if a correlator can correlate a waveform with 1 ms integration length in real time,

it could search 10,000 waveforms in only 10 s. Therefore, if all the possible low probabilities of

exploitation techniques were employed as efficiently as possible, it becomes so difficult to

exploit the transmitted signal within tactical timescales. A great deal of research is being

carried on to investigate waveform that designed and the related signal processing for the

high-resolution pulse Doppler imaging, both in radar and in sonar.

The uncertainty association of Fourier transformation states the primary limitation on the

ability of any individual waveform to simultaneously resolve two or more targets closely

spaced in both time delay and Doppler shift [13]. Transmitting successive signals of adequately

diverse waveforms and processing them properly could make it possible to resolve those

targets and generate a high-resolution delay-Doppler image. It is somehow similar to the

situation of generating a high-resolution optical image from several low-resolution optical

images with somehow different imaging apertures. A selection of optimal sets of coded

waveforms and designing associated processing algorithms has already been considered [13],

for example, in order to generate pulse-echo delay-Doppler images of a substantially higher

resolution than that is possible using a single waveform with comparable time-bandwidth

product. In an adaptive diverse system, the instantaneous waveform is selected to improve

the performance according to changes in clutter and noise variations [8].

The importance of this technique is based on the fact that it realizes the higher discrimination

of radar or sonar targets compared to those that are possible using only one waveform. It

results in higher resolution images in pulse-echo imaging systems, in addition to improved

capability in resolving targets in tracking systems. There are many applications that can

benefit from this superior delay-Doppler resolution, such as SAR, planetary and ground-based
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astronomy radar, ionospheric radio sounding, meteorological radar, aircraft surveillance and

tracking radar and in active sonar systems.

For better reduction of interference of several radar signals, one may use sort of orthogonal

codes, such as Walsh codes, in same manner as in the code division multiple access (CDMA)

technique used in mobile networks. However, though those codes have good cross-correlation

properties that make them exceptional in multiuser environments, and they have poor PSL

due to their undesirable ACF properties. On the other hand, MPS and PN codes are not

orthogonal but they have very considerable PSL that realize high SNR at the output of

matched filter and high-pulse compression ratio, with the minimum range ambiguity [7].

10. Constant false alarm rate

A major problem that encountered the performance of radar is clutter, which is defined as the

unwanted targets that may compete with the desired targets in the radar receiver. There are

many efforts exerted to model, analyse and mitigate clutter in radar systems. Many techniques

appeared in the literature deal with modelling and filtering of clutter. Clutter is a random

phenomenon and it is well described in the context of a probabilistic framework.

In this section, analysis of well-known CFAR detectors is going to be accomplished. It also

includes a brief overview of topics related to clutter modelling and mitigation in the

monostatic radar. Finally, the schemes of CFAR detectors under different clutter scenarios will

be covered.

10.1. CFAR in monostatic configuration

Sometimes the clutter residue, after the moving target indicator, is enough to saturate the radar

display. To overcome such shortcomings, a clutter estimation circuitry is provided after MTI to

reduce the effect of false alarms. There are many schemes devised in the literature to keep the

level of false alarms constant. Here in this section, an analysis of some well-matured schemes

will be given. It is well known that when the radar returns come from a background with

homogeneous clutter, the cell average (CA) CFAR is adequate to control the false alarms. In

some cases, there will be strong returns from some targets that may mask other weaker targets.

In these cases, it is better to use a clutter estimation scheme based on choosing the Smallest-Of

(SO) sample of returned clutter power to represent estimation to the background clutter, which

is known as SO-CFAR. In cases of clutter power transition, it is better to use a scheme based on

choosing the Greatest-Of (GO) sample in the reference window as an estimation to clutter

background. This scheme is known as GO-CFAR sample, as a representative to clutter.

In other situations, there may be spiky samples of the clutter in one side of the reference

window, which is known as a clutter edge. Order statistic is another clutter estimation scheme

that may be used to alleviate both the problem of multiple targets and clutter power transition

in the reference window. In some situations, a radar receiver is encountered by a fixed position

clutter during several scans. Such types of clutter can be stored and subtracted in the course

of the following scans. Such clutter is called a clutter map or area clutter. In the following
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paragraphs, we will give a short review to the concept of each of these schemes that is used to

reduce the effect of false alarms. All these schemes are capable of setting adaptively a threshold

to represent the local clutter background in the chosen reference window. The threshold in

these schemes of CFAR is set on a cell-by-cell basis by processing a group of cells of a reference

window sited on either side of a cell under test (CUT). Figure 9 gives a general structure of the

CA-, SO- and GO-CFAR.

10.2. CA-CFAR clutter estimation scheme

In this scheme, a reference window of length N cells is chosen to represent the local clutter

power background. The CA-CFAR will maximize the probability of detection if the clutter

background is homogeneous and of independent and identically distributed (IDD) observa-

tions. As the size of the window increases, the detection probability approaches that of the

optimum detector based on a fixed threshold.

The CA-CFAR makes its estimate of clutter power by summing samples of background before

and after a CUT, then taking the average of them, assuming that the underlying noise distri-

bution is homogeneous (i.e. exponentially and independent and identically distributed sam-

ples). Of course the processor will encounter severe performance degradation if the above

assumption is violated. These violations may occur in terms of interfering targets or a clutter

power transition (clutter edge), and in both cases a result is the unnecessary increase in the

threshold and reduction in probability of detection.

In order to analyse the detection performance of a CA-CFAR scheme with the assumption that

the clutter background is homogeneous, assume that the square-law detected output for any

range cell is exponentially distributed with the probability density function (PDF) [14]

Figure 9. Mean level CFAR processors.

Adaptive Coding, Modulation and Filtering of Radar Signals
http://dx.doi.org/10.5772/intechopen.71542

231



f xð Þ ¼
1

2λ0 exp �
x

λ0

� �
(22)

Under the null hypothesis (H0) of no target in a range cell and homogeneous background, μ0 is

denoted as the total background clutter plus thermal noise power, which is denoted as λ0.

under the alternative hypothesis (presence of target H1); λ0 is equivalent to μ0 Sþ 1ð Þ, where S

is SNR of a target. This means that we are assuming the Swerling I model for a target.

Therefore, the CUTwill be given as

λ0 ¼
μ0 ! H0

μ0 Sþ 1ð Þ ! H1


 �
(23)

The cells surrounding CUT is always given by μ0. The optimum detector sets a fixed threshold

to determine the presence of a target under the assumption that the total homogeneous noise

power μ0 is known a priori. In this case the probability of false alarm Pfa is given by [15]

Pfa ¼ P y≻ ybjH0

� 

¼ exp �

yb
2μ0

� �
(24)

where yb denotes the optimum fixed threshold. Similarly, the probability of detection in the

case of optimum detector is given as [15]

Pdopt ¼ P y > ybjH1

� 

¼ exp �

yb
2μ0 Sþ 1ð Þ

� �
(25)

Eqs (24) and (25) can be combined to give

Pdopt ¼ Pfa

� 
 1
Sþ1 (26)

A code written in Matlab is used to present the performance of the optimum receiver in terms

of SNR versus Pd with fixed Pfa and varying reference window length, using Eq. (26), as shown

in Figure 10.

In the problem of setting adaptive threshold for the radar receiver to cope with the varying

clutter power levels, the CFAR scheme has to follow the clutter localities. The estimate of

clutter power, bZ, in this case is a random variable which is dependent on the specific CFAR

scheme. It can be stated that Pfa is determined by the following expression [15]:

Pfa ¼ E P yð Þ > Ẑ�T
���H0

h i
¼ E

Ð
∞

Ẑ�T

1

2λ0 exp �
y

μ0

� �� �� 	
¼ E exp �Ẑ�T

2μ0

� �� �� 	
¼ M ��T

2μ0

� �
(27)
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where M(.) is the moment generating function (MGF). Similarly, the probability of detection

can be given by [14]

Pd ¼ M �
�T

2μ0 Sþ 1ð Þ
Þ

�
(28)

For CFAR action to hold, M(.) must be independent of μ0.

In the CA-CFAR scheme, the noise estimate is obtained by summing the power content in the

reference cells before and after the CUT. This may be the adequate estimate when the back-

ground noise is exponentially distributed. Therefore, the noise estimate for this scheme can be

written as

bZ ¼
XN

i¼1

Xi (29)

where Xis are range cells surrounding CUT. The exponential density is a special case of the

gamma density with α = 1 in the PDF given by [16]

Figure 10. Performance of CA-CFAR with varying window length and fixed Pfa = 1e-4 detector.
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f yð Þ ¼
β�αyα�1exp � y

β

� �

Γ αð Þ
y ≥ 0, β ≥ 0,α ≥ 0 (30)

The cumulative distribution function (CDF) corresponding to this PDF is denoted by G(α,β).

The moment generating function to G(α, β) is [16]

My uð Þ ¼ 1þ βu
� ��α

(31)

The probability detection Pd for the CA-CFAR processor is obtained by substituting Eq. (31)

into Eq. (27) with β ¼ 2μ0, and α is number of samples in the reference window; the following

expression for Pd will result in

Pd ¼ 1þ
�T

1þ S

� 	�N

(32)

When setting S = 0 in Eq. (32), the scale factor bZ is obtained as

�T ¼ Pfa

� 
�1
N (33)

It is clear that from Eqs. (32) and (33), that both the Pd and Pfa expressions are independent of

μ0, proving the action of CFAR. The performance of CA-CFAR is shown in Figure 11 in terms

of SNR versus Pd with Pfa as a parameter. Also, it is shown in Figure 12 the performance of

Figure 11. Performance of CA-CFAR.
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CA-CFAR compared to the performance of the optimum detector when the designed proba-

bility of false alarm is Pfa = 10�4.

The performance of CA-CFAR in a non-homogeneous background taken from a reference

window can be analysed in similar way to the above discussion. The probability of detection

obtained under CA-CFAR for this case is given as

Pd ¼ 1þ 1þ Ið Þ�T
� 
r

1þ
�T

1þ S

� 	r�N

(34)

where r is the number of interfering targets. Figure 13 shows the performance of CA-CFAR in

a non-homogeneous environment compared to that in a homogeneous one. Also from

Figure 14, it illustrates the performance of this processor when the number of interfering

targets is two and probability of false alarm is 10�4 with the reference window length as a

varying parameter.

10.3. SO-and GO-CFAR clutter estimation schemes

Excessive number of false alarms in the CA-CFAR processor at clutter edges and degradation

of detection probability in multiple target environments are prime motivations for exploring

other CFAR schemes that discriminate between interference and primary targets. Candidate

schemes are SO- and GO-CFAR to deal with the two problems, respectively. Here in this

section, analysis of the two schemes will be given. The two schemes are modifications to the

CA-CFAR scheme, and each of them overcomes one of the two mentioned problems, with the

Figure 12. Performance of CA-CFAR compared to that of optimum detector.
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addition of loss of power when operating in a homogeneous background. As abovementioned,

the GO-CFAR maintains the false alarms constant when the clutter edge is encountered in the

reference window, while the SO-CFAR resolves the interfering targets.

A modified scheme proposed in [16] known as GO-CFAR is specifically aimed at reducing

false alarms at clutter edges. The estimated total noise power is obtained from the larger of two

separate sums calculated for leading and lagging reference cells to the CUT. For this scheme,

we have (see Figure 9)

Z ¼ max Y1;Y2ð Þ (35)

where

Y1 ¼
Xn

i¼1

Xi

with n=N/2, where N is the number of tested cells. In general, the PDF of Z in (35) is given in

[15] as

f Zð Þ ¼ f 1 Zð ÞF2 Zð Þ þ F1 Zð Þf 2 Zð Þ (36)

Figure 13. Performance of CA-CFAR processor in a homogeneous environment versus performance in a non-homogeneous

environment (two interfering targets).
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where f(Z) and F(Z) are the PDF and CDF, respectively. For a homogeneous background, Fi = G

(n,2μ0). The false alarm probability in this case is found by computing the moment generating

function (MGF) of Z as follows:

Mz Tð Þ ¼

ð

∞

0

f 1 yð ÞF2 yð Þexp �Tyð Þdyþ

ð

∞

0

f 2 yð ÞF1 yð Þexp �Tyð Þdy ¼ M1þM2 (37)

where

f 1 yð Þ ¼
γ1

�nyn�1exp � y
γ1

� �

n� 1ð Þ!
(38)

f 2 yð Þ ¼
γ2

�nyn�1exp � y
γ2

� �

n� 1ð Þ!
(39)

F1 yð Þ ¼ 1� exp �
y

γ1

� �

X

n�1

j¼0

y

γ1

� �j

=j! (40)

F2 yð Þ ¼ 1� exp �
y

γ2

� �

X

n�1

j¼0

y

γ2

� �j

=j! (41)

Figure 14. Performance of CA-CFAR at a non-homogeneous background (two interfering targets) with varying reference

window and fixed Pfa.
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Substituting Eqs. (38)–(41) into Eq. (37) and after some algebraic manipulations, the following

expression is obtained:

M1 ¼ 1þ γ1
�T

� ��n
�
X

n�1

j¼0

nþ j� 1

j

� �

γ1
�n
γ2

�j 1

γ1

þ
1

γ2

þ �T


 �� nþjð Þ

(42)

M2 ¼ 1þ γ2
�T

� ��n
�
X

n�1

j¼0

nþ j� 1

j

� �

γ2
�n
γ1

�j 1

γ1

þ
1

γ2

þ �T


 �� nþjð Þ

(43)

Exploiting the assumption that both sides of the window are of homogeneous clutter, we can

see in Eqs. (42) and (43) γ1 ¼ γ2 therefore

Pfa ¼ M1 þM2 ¼ 2 1þ �T
� ��n

� 2
X

n�1

j¼0

nþ j� 1

j

� �

2þ �T
� �� nþjð Þ

(44)

The probability of detection for GO-CFAR is simply obtained by setting �T ¼
�T

Sþ1 in Eq. (44),

that is,

Figure 15. Performance of GO-CFAR compared to CA-CFAR when clutter background is homogeneous.
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Pd ¼ 2 1þ
�T

Sþ 1

� ��n

� 2
X

n�1

j¼0

nþ j� 1

j

� �

2þ
�T

Sþ 1

� �� nþjð Þ

(45)

where �T is the scale factor.

Figure 15 shows the performance of GO-CFAR compared to that of CA-CFAR when the clutter

background is homogeneous. It is clear that CA-CFAR outperforms GO-CFAR when both

algorithms operate in homogeneous background.

The SO-CFAR is a modification of the CA-CFAR scheme so as to alleviate the problem of the

presence of close spaced targets in the reference window. In the SO-CFAR scheme, the esti-

mated power noise represents the smaller value of two sums Y1 and Y2. That is [16]

Z ¼ min Y1;Y2ð Þ (46)

In this case, the PDF of Z is given as [Weiss]

f z ¼ f 1 Zð Þ 1� F2 Zð Þ½ � þ f 2 Zð Þ 1� F1 Zð Þ½ � ¼ f 1 Zð Þ þ f 2 Zð Þ � f 1 Zð ÞF2 Zð Þ þ f 2 Zð ÞF1 Zð Þ
� 


(47)

Figure 16. Performance comparison of the three processors (CA-, GO- and SO-CFARs) in the homogeneous background

(Pfa = 1e-4).

Adaptive Coding, Modulation and Filtering of Radar Signals
http://dx.doi.org/10.5772/intechopen.71542

239



The probability of SO-CFAR can be obtained by the MGF or

Pfa�SO ¼ MY1

�T

2μ0

� �

þMY2

�T

μ0

� �

� Pfa�GO ¼ 2
X

n�1

j¼0

nþ j� 1

j

� �

2þ �T
� �� nþjð Þ

(48)

The probability of detection for this scheme can be given by the setting �T ¼
~T

Sþ1, that is,

Pd�SO ¼ 2
X

n�1

j¼0

nþ j� 1

j

� �

2þ
�T

Sþ 1

� �� nþjð Þ

(49)

Figure 16 shows a performance comparison between CA-, GO- and SO-CFARs when the

background is homogeneous. When the background of clutter is not homogeneous, that is,

the reference window contains clutter edges or more than one target found in the reference

window, this situation increases the false alarms when the processor is CFAR.
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