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Abstract

Many mechatronic systems have challenging control difficulties due to the high nonlinear
structures and time-varying dynamic behaviors. In addition to these, there are external
disturbances, which cannot be predicted and change according to uncontrolled working
environments. Conventional controllers are insufficient to solve the aforementioned prob-
lems and to compensate the environmental disturbances. Therefore, adaptive controllers
have been proposed as a solution to these inefficiencies of conventional controllers. Adap-
tive control is applied for solving the control problem of the mechatronic sun tracker that
ensures the movement of the mechanism to harvest maximum energy coming from solar
to the PV module surface during the sunshine duration. For this type of control problems,
conventional controllers are very limited and they have a lot of deficiencies. The adaptive
mechanism governed by an adaptation law is the heart of any adaptive controller. We
establish the adaptation law for the plant control system using Lyapunov stability theory.
This adaptation law is precise for a generic second-order system; hence, it is obviously
applicable for adaptive control of other second-order systems in different realms, such as
industrial production system, military, and robotics.

Keywords: embedded system, microcontroller, interfacing, adaptive control, sun
tracker

1. Introduction

Time-varying dynamic behaviors of many mechatronics system and the existence of unpredict-

able external disturbances also present challenging control problems. If conventional control-

lers such as propotional integral derivative (PID), controllers are used, they must be re-tuned

for different operating conditions. This task is costly, time-consuming, and even unfeasible.

Unlike conventional controllers, adaptive control systems use special adaptation mechanisms

that can self-tune their control parameters to recompense unforeseen deviations in the controller

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



circuit, sensors, and their signal processing sections or in the system workplace environment.

Therefore, adaptive control strategy has been progressively applied for solving difficult control

problems. Adaptive control system design is much complicated than conventional controller

design due to the complexity of adaptive structure and the issue of unknown or time-varying

parameters.

In this chapter, we have shown the design-verification flow with various phases: mathematical

model; process calculation and modeling; controller design in both continuous-time and dis-

crete spaces; controller simulation; and in-hardware implementation and testing. The mathe-

matical model, which is given in terms of a set of mathematical equations of energy and

material balances, provides insightful understanding of the dynamic behaviors of the plant.

The process calculation is necessary to obtain steady-state data for control system design in

later phases. The reference model is constructed with a mathematical approach and proven to

be stable and to ensure the sun tracker’s steady-state properties. The discrete-time version

must be accomplished prior to implementation of the adaptive design on digital computers.

We successfully design and implement the embedded adaptive controller using ARM Cortex-

M core processor. We apply the state-of-the-art testing technique in which we took perfor-

mance data over a data logger. During the system test process, the embedded model reference

adaptive controller effectively controlled the attitude of sun tracker and completely fulfilled all

controller objectives.

2. Principles of adaptive control

The interest in designing autonomous working machine for such mechatronic systems moti-

vated the development of adaptive control theory, and first steps were taken to automatically

adjust the controller parameters to changing mechanism dynamics during the working. There

were some stability problems, which arose with the usage of the developed adaptive control

theory. Several researchers studied instability of and modifications in the adaptation mecha-

nism of the adaptive control [1]. After these studies, several improvements were added to the

theory, and efforts to develop the adaptive control theory have continued to the present day.

As shown in Figure 1, an adaptive control system has two loops. The first one is feedback loop

same as all traditional closed-loop control systems. Second one is parameter adjustment loop,

which is inherently slow feedback loop. Adaptation scheme can be adjusted to controller param-

eters in two different methods. In the indirect method, at any adjustment step, new controller

parameters are obtained by solving the design problem such as self-tuning regulators. Direct

adaptive controller techniquemeans that the controller parameters are directly updated each time

step by means of an adjustment rule without the characteristics of the process, and its distur-

bances being determined first. In the literature, it is seen that three different adaptive control

schemes are preferred in the control ofmechatronic systems. First one is gain-scheduling adaptive

control. It needs additional measurement about environment and plant operation parameters.

Second one is self-tuning adaptive control. It observes the plant output and adjusts controller gain

to maintain the desired output level. Third one is model reference adaptive control. It uses a

model that is approximately similar with plant. Every step compares the reference model output

and plant output and then adjusts controller gain to get the desired plant output level.

Design, Control and Applications of Mechatronic Systems in Engineering2



2.1. Gain-scheduling adaptive control scheme

The gain-scheduling approach comes out of the simple idea of changing the gains of a control-

ler according to variations in the operation. This method is very strong in cases where the

parameters of the plant change with respect to a subsidiary variable that is available for

measurement. Gain-scheduling control in fact is a mapping operation from plant parameters

to controller parameters; hence, it can be implemented as a function or a lookup table espe-

cially in digital systems. As shown in Figure 2, gain-scheduling scheme needs auxiliary

measurements to adjust the controller gain.

Despite the many successful industrial applications, traditional gain-scheduling control was

considered as an applied approach before 1990 and its theoretical properties were not suffi-

ciently studied [2]. Traditional gain-scheduling linearizes the plant model on predefined oper-

ating point and a local controller is set up around this point. Giving probable disturbance

variation to the local controller as input and measuring plant output parameter for each input,

Figure 1. Block diagram of general adaptive controller.

Figure 2. Adaptive controller with gain-scheduling scheme.
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the measured output parameter is averaged to define plant output, also controller gain.

Controller output unification is such a technique, for example used in Ref. [3], where different

controllers are applied at the same time, then outputs are interpolated to determine controller

output. Concerning closed-loop behavior, this attitude brings on fine outcomes; nonetheless,

the closed-loop stability is only guaranteed for selected fixed operating points. The biggest

advantage of traditional gain-scheduling scheme is that gain-scheduling controller always

exists when stability conditions are covered.

Modern gain-scheduling control techniques that guarantee global stability were developed in

the 1990s [4, 5]. These techniques need online measurements for the varying parameters and also

their derivatives. Although a large amount of research has recently been carried out on synthesis

and analysis, the existing techniques can still be very conservative for practical applications [6–8].

Before elaborating on the modern gain-scheduling control techniques found in the literature,

first some techniques are presented to identify linear parameter varying (LPV) models, since

modern gain-scheduling control techniques synthesize controllers directly from LPV of the

system. LPV modeling techniques are still under development and a practical and easy algo-

rithm to make an LPV model from experimental system measurements is still missing [9]. In

some applications, LPV models are obtained by transforming the underlying physical laws to a

parameter-dependent state-space form [10]. This approach remains restricted to academic exam-

ples, since it is too time-consuming to reveal the underlying physical laws for industrially

relevant large-scale systems. Furthermore, it is difficult to decide which physical effects are

applicable and must be involved in the model and which effects can be ignored. Therefore,

experimental system identification techniques are more appropriate for industrial applications.

The main problems with gain scheduling are that stability and performance are assured only at

the local stationary operating point, but the global stability of the parameter-dependent system

is not assured for fast deviations of the fluctuating parameter. Therefore, the applicability of

the technique relies on a significant number of simulations and real-time experiments [11].

Even so, it is still one of the powerful adaptive control approaches that is widely used in

industrial applications.

2.2. Self-tuning adaptive control scheme

As shown in Figure 3, self-tuning adaptive controller includes an estimator section that uses

plant output and input parameters as input data to estimate the controller gain tuning.

In the self-tuning adaptive control scheme, an analytical relation between the plant parameters

and controller gains is evaluated. During the application, the varying system parameters are

identified using a parameter identification technique. These identified system parameters are

used to calculate adaptive controller gains through the analytical relation evaluated. Several

identification methods such as least squares, maximum likelihood and extended Kalman

filtering can be used for parameter identification [12, 13]. Furthermore, various analytical

procedures, which use system parameters for control design, can be used for self-tuning

control, for example, gain-phase margin design and linear quadratic regulator. This approach

was originally proposed in Ref. [14] and explained clearly in Ref. [15]. Various applications of

the self-tuning control on spacecrafts were demonstrated in Refs. [16, 17].

Design, Control and Applications of Mechatronic Systems in Engineering4



Paradoxically, the rather poor performance of the control function leads to unusually striking

variations in process variables during control operation. While self-tuning technology has not

yet comply perfected, its benefits may be worth the risk. A self-adjusting controller can

monitor and adjust the changing gains and time constants of the process to match the adjust-

ment. Even a stationary process may show variable accuracy and time constants if they are not

sufficiently linear.

2.3. Model reference adaptive control scheme

MRAC is especially effective when the objective is to track the output with a command signal

or trajectory [18, 19]. As shown in Figure 4, MRAC scheme uses a second plant model that

behaves like an ideal plant to adjust the controller gain. This control scheme can also be used

Figure 3. Self-tuning adaptive control system.

Figure 4. Block diagram of the MRAC.
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for controlling unknown LTI plants, both stable and unstable. Two algorithm variations are

common in implementing the MRAC scheme. First is the direct model MRAC in which the

adaptation is applied using the implicit development of the plant model structure. In the

second variation, the model of the plant is developed explicitly. To date the theory behind this

technique, and its formal stability proofs have been so matured that there are several impor-

tant designs using MRAC in the industry with special processors or microcontrollers for their

implementation. This technique does not use online identification of the process and the

disturbances; the controller also does not exploit the a priori knowledge of a parameter-

dependent model, but simply controls the deviations on the plant and output of the reference

model. Since the controller is only adjusted when considerable errors occur, this approach is

more suited for processes with very slow parameter variations.

Depending on the application, different online parameter estimators can be preferred; this

leads to further classification of MRAC. In many mechatronic systems for the defined operat-

ing point, system dynamics can be mathematically modeled representing the MRAC general

system model.

Objective of the MRAC is to adjust the plant output yp to the desired level. To describe the

plant input up, first calculate the reference model output ym for particular reference input

signal rðtÞ. Assuming the system is single input single output (SISO) LTI, its transfer function,

GpðsÞ, is described by Eq. (1).

GpðsÞ ¼
yp

up
¼ kp

ZpðsÞ

RpðsÞ
ð1Þ

kp is the high frequency gain of plant known sign, RpðsÞ and ZpðsÞ are polynomials and their

degrees are known, and they are n, and m respectively. After polynomial degrees are defined,

system relative degree becomes, n� ¼ n � m. Relative degree defines system solution

method. For n� ¼ 1, 2 proposed preceding solution methods can be followed for a mechatronic

system, which has the same relative degree. But extending the same solution to systems that

have n� ≥ 3 is still a major obstacle for ongoing researches. According to model reference

control scheme, reference model is built similar to plant characteristics. Thus, the reference

model transfer function, WmðsÞ, can be described as follows [1].

WmðsÞ ¼
ym
r

¼ km
ZmðsÞ

RmðsÞ
ð2Þ

ZmðsÞ and RmðsÞ are polynomials same as the plant polynomials, and km is high frequency gain

of the reference model. Combining control law and known plant parameters, we should

choose an adaptive law that allows real-time estimates for the controller parameters. Take in

consideration this idea of the control law:

up ¼ Θ
�T
1

αðsÞ
V
ðsÞ

up þΘ
�T
2

αðsÞ
V
ðsÞ

yp þΘ
�
3yp þΘ

�
4r ð3Þ

Design, Control and Applications of Mechatronic Systems in Engineering6



αðsÞ ¼ ½sn�2, …::, s,1�T if n ≥ 2 otherwise αðsÞ ¼ 0,Θ�
1, Θ

�
2 ∈R

n�1,Θ�
3, Θ

�
4 ∈R

1 are constants and

they will be defined during system modeling process.
V

ðsÞ is a random Hurwitz polynomial

with the degree n� 1 and
V

ðsÞ ¼
V

0ðsÞ ZmðsÞ.

Referring selected control law (3), general plant model can be written in the form

yp ¼ kp
sþ b0

s2 þ a1sþ a0
up ð4Þ

Notice that the transfer function (4) has the same form as the plant model. As noted before,

reference relative degree should be chosen the same as that of the plant.

ym ¼ WmðsÞr ¼ km
sþ bm0

s2 þ am1sþ am0
r ð5Þ

Control law can be rewritten according to the newly defined plant model and reference model.

up ¼ Θ
�
1

1

ðsþ λÞ
up þΘ

�
2

1

ðsþ λÞ
yp þΘ

�
3yp þΘ

�
4r ð6Þ

αðsÞ ¼ 1 and
V

ðsÞ ¼ ðsþ λÞ. The control law (Eq. (7)) can be rewritten in the form

up ¼
Θ

�
2 þΘ

�
3ðsþ λÞ

ðsþ λÞ �Θ�
1

yp þ
Θ

�
4ðsþ λÞ

ðsþ λÞ �Θ�
1

r ð7Þ

The closed-loop transfer function is reformulated using new form of the control law (7) and

plant model (4), then:

yp

r
¼ GcðsÞ ¼

kpðsþ b0ÞΘ
�
4ðsþ λÞ

ðs2 þ a1sþ a0Þ
�

ðsþ λÞ �Θ�
1

�

� kpðsþ b0ÞðΘ
�
2 þΘ

�
3ðsþ λÞÞ

ð8Þ

By matching GcðsÞ ¼ WmðsÞ and defining θ
�
4 ¼

km
kp
and λ ¼ bm0 we have

ðs2 þ a1sþ a0Þ
�

ðsþ λÞ �Θ�
1

�

� kpðsþ b0Þ
�

Θ
�
2 þΘ

�
3ðsþ λÞ

�

¼ ðsþ b0Þðs
2 þ am1sþ am0Þ⋯ ð9Þ

By taking the coefficients of s on both sides of Eq. (9), it can be expressed as the matrix

algebraic form:

�1 0 �kp

�a1 �kp �ðkpbm0 þ kpb0Þ

�a0 �kpb0 �kpb0bm0

2

6

4

3

7

5

θ
�
1

θ
�
2

θ
�
3

2

6

4

3

7

5
¼

am1 þ b0 � bm0 � a1

am0 þ b0am1 þ a1bm0 � a0

b0am0 þ a0bm0

2

6

4

3

7

5
ð10Þ

If we know plant parameters that is in the control law (6), and with parameters Θ�
4 ¼

km
kp
then

we can solve the model reference problem using Eq. (10).
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In this chapter, Lyapunov’s stability theory will be used to calculate adjusting parameters in

the MRAC system. First, a differential equation which contains adjusting parameters for error,

e ¼ yp � ym is derived. Then, Lyapunov function and adaptation mechanism are set according

to error.

For a given continuous-time mechatronic system, plant and reference model steady-state space

form can be written as follows:

_x ¼ Axþ Bu, _xm ¼ Amxm þ Bmuc ð11Þ

x is state vector of plant and A, and B are constant matrices with suitable dimensions with the

system transfer function. Similarly, xm state vector of plant and Am and Bm are constant

matrices. The control law can be represented in state space form:

uðtÞ ¼ MucðtÞ � LxðtÞ, eðtÞ ¼ xðtÞ � xmðtÞ ð12Þ

For given control law, time derivative of error function can be written as

de

dt
¼ Ax þ Bup � Amxm � Bmuc ð13Þ

¼ Ame þ ðA� Am � BLÞx þ ðBM� BmÞuc ð14Þ

¼ Ame þ Ψðx, ucÞ∙ðθ� θ0Þ ð15Þ

We can choose following equation as a candidate Lyapunov function.

V ¼
1

2
eTPeþ

1

γ
ðθ� θ0ÞTðθ� θ0Þ

� �

ð16Þ

Time derivative of Lyapunov function

_V ¼
1

2
eT ½PAm þ AT

mP�eþ ðθ� θ0ÞTΨTPeþ
1

γ
ðθ� θ0ÞT _θ ð17Þ

We can solve Lyapunov function for P ¼ PT
> 0

PAm þ AT
mP ¼ �Q, Q > 0 ð18Þ

And the updated law can be stated as follows.

_θ ¼ �γΨTPe ¼ �γΨTðx, ucÞ∙P∙ðx� xmÞ ð19Þ

Then, the updated law stated time derivative of Lyapunov function can be rearranged:

_V ¼ �
1

2
eTðtÞQeðtÞ, eðtÞ ! ∞ ð20Þ

Design, Control and Applications of Mechatronic Systems in Engineering8



3. Case study: design embedded controller for mechatronic sun tracker

Because the gain parameters of the PID controller, which deviate depend on environmental

disturbance and working conditions, cannot be tuned during operation, adaptive control

methods were offered to eliminate this problem. Photovoltaic (PV) panel only converts solar

radiation to electric current when the sun’s rays fall perpendicular to the panel surface. Natu-

rally, it is possible only solar noon every day. By adjusting the PV panel to the sun starting from

sunrise to sunset, the PV panel output performance may rise up to 46% when compared with

fixed slope PV panel [20]. Sun rays’ incidence angle changes largely diurnally and slightly

seasonally. Sun tracker controller includes two main sections; the first section starts with

defining the sun’s trajectory. It needs location, time, and date data. Second section is adaptive

position control system. Serial tracker architectures consisting of revolute and prismatic joints

ensure the rotational movement with two degrees-of-freedom. The tracker is base-fixed on the

ground, and an apparatus joins the base to the support of the panels with three legs. This two-

part apparatus is designed to revolve the panel-supporting mechanism around a vertical axis.

The second part adjusts the slope of the PV panel by prismatic junction. Prismatic junction is

controlled by DC motor-driven linear actuators. It is highly precise by design, especially when

compared to pneumatic and hydraulic actuators. Screw-based mechanical linear actuators

allow to advance or retreat the motive rod by extremely small increments, which is required

for the exact positioning of the sun tracker. Electric linear actuator consumes extremely low

electric energy available in 12 V DC that can be supplied by the solar panel supported by a

battery. Linear actuators can be unusually small, especially when considering the range of

motion that is required for moving the sun tracker.

3.1. PV panel attitude model

The robotic manipulator orientation can be defined to different frames, which are reference and

sun, and three angles, which are roll, pitch, and yaw. These angles are usually denoted byΨ, θ,

andϕ. Sun tracker has two degrees-of-freedom, and to find the sun it has to make two successive

rotations. These two rotations can be expressed as compound matrices. It is necessary to get the

matrix multiplication of the two preview rotations to obtain the rotation matrix from reference to

the sun. Details of the kinematic analysis of sun tracker can be seen in Ref. [21].

The sun tracking algorithm calculates the elevation, α and azimuth, Ψ, angles using latitude,

longitude, and date and time data. Then, it uses these parameters to define the slope of the PV

panel. α is the solar elevation angle that shows the orientation of the system in the vertical

plane and can be defined using Eq. (21):

α ¼ asinðsin δ sinφþ cos δ cosφ cosωÞ ð21Þ

where φ is the latitude, ω is the hour angle, and δ is the solar declination. It can be defined

using Cooper’s equation [22].

δ ¼ 23:45 sin
360

365
ð284þNÞ

� �

ð22Þ
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N is Julian day and azimuth angle, Ψ, is calculated by using Eq. (23).

Ψ ¼ asin
cos δ sinω

cosα

� �

ð23Þ

3.2. Mathematical model of tracker

As shown in Figure 5, the main components of a sun tracker for controller design are two DC

motors, sensors to define input reference signal, and position sensors. Mathematical model of

the sun tracker mainly deals with actuators for both axes. Both axes have the same type of DC

motor except the gear reducer. The major differential equations are given in Eqs. (24) and (25).

The Laplace transform of DC motor model equations is given in Eqs. (27)–(30) and the block

diagram of this model is shown in Figure 6.

di

dt
¼

1

R
Riþ Va � Ke

dθ

dt

� �

ð24Þ

d2θ

d2t
¼

1

J
Kti� b

dθ

dt

� �

ð25Þ

vbðsÞ ¼ KrwðsÞ ð26Þ

IðsÞ ¼
Va þ KtwðsÞ

Rþ Ls
ð27Þ

Figure 5. Components of the sun tracker.

Design, Control and Applications of Mechatronic Systems in Engineering10



TlðsÞ ¼ Js2θðsÞ þ bsθðsÞ ð28Þ

TlðsÞ ¼ TmðsÞ � TdðsÞ ð29Þ

where I is armature current, Va is armature voltage, R is the armature resistance, L is armature

inductance, Vb is back-emf, Ke is motor coefficient, Kt is back-emf coefficient, J is rotor inertia, b

is viscous damping ratio, Tm is motor torque, Tl is load torque, and Td is the disturbance

torque. According to Figure 7, the transfer function of DC motor can be represented in Eq. (30).

Figure 6. DC motor Simulink model.

Figure 7. Simulink simulation model of MRAC.
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wðsÞ

VaðsÞ
¼

Ke

ðRþ LsÞðJsþ bsÞ þ KeKt
ð30Þ

The sun tracker Simulink can be built using DC motor mathematical model, Eqs. (24) and (30),

and adaptive model reference controller scheme, Eqs. (6), (9), (24), and (30). As shown in

Figure 8, Simulink model consists of three main parts: reference model, plant, and adaptive

controller. Plant disturbance, Td, can be changed manually and plant output yp adapts this

variation quickly. Simulation results are shown in Figure 8 for motor speed and motor voltage.

The hardware design assembles the embedded microcontroller to the solar rotation mechanism

consisting of two rotary DCmotors driven by PMDC drives, linear actuators controlled by these

DCmotors, a pyranometer for solar radiation measurements, an anemometer for obtaining wind

speed data, a global positioning system (GPS), tilt switches and potentiometers for position

sensing. The GPS data in sentences that contain a string of characters is transferred to the micro-

controller continuously through serial RS-232 port. The content of these sentences contains the

longitude, latitude, altitude, date, and time for the specific location. As a result, the GPS clock

signal isused toupdate themicrocontroller’s internal timeperiodically, and thus effects of the long-

term errors are eliminated. As part of the effort to improve solar tracker reliability and perfor-

mance, a pyranometer has been added to the solar tracker. This pyranometer, which is placed on

the tracker, allows the data acquisition system tomeasure precisely the irradiance faced by the PV

modules. Besides, monitoring developed algorithm uses pyranometer during optimization pro-

cess to predict tilt and azimuth angle paths. In solar tracker systems, azimuth angle is usually

measuredwith a potentiometer.

The solar tracker’ position is bounded by mechanical limit switches to ensure robust operation.

A micro-roller switch mounted on the base of the solar tracker prevents multiple revolution

windup of the azimuth tracking stage. Two more limit switches are used for the zenith

Figure 8. Simulink simulation results for a given input reference signal.

Design, Control and Applications of Mechatronic Systems in Engineering12



tracking stage to prevent over-travel damage to the linear actuator mechanism. Initial reset

balancing is provided by four tilt switches (east, west, south and north). An anemometer

measures the local wind speed to protect tracker components from over-wind speed. For more

data on hardware design, see Ref. [23].

3.3. Software design

The developed sun tracking algorithm precisely determines sun angles and times for sunrise,

solar noon, and sunset all year long. The flowchart of the algorithm is given in Figure 9. This

Figure 9. Adaptive controller sun tracker algorithm.
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algorithm software calculates the sun angles just by using the date, time and precise longitude,

latitude, and elevation of the location through a GPS system.

The microcontroller first sets the tracker to home position and then fetches GPS data to

calculate the sunrise and sunset times. For more information, see Ref. [21]. The present solar

time is compared with the calculated sunrise and sunset times to make a decision whether the

sun tracking procedure will be performed. If the current solar time is between sunrise and

sunset times, the microcontroller reads wind speed value from the anemometer to define

whether the sun tracker can move safely. At night-time, it waits for the next interval. The sun

tracker works in tracking mode if the wind speed is under 12 m/s, else it stands in table

position to protect the tracking system. During the tracking phase, the microcontroller reads

the pyranometer value to check if there is enough solar radiation to generate power. Other-

wise, the sun tracker stays at home position until solar radiation rises at least to its lower limit.

When the solar radiation reaches the desired value, the algorithm calls optimization subrou-

tines that calculate the optimum ∆α and ∆Ψ angles. Finally, the microcontroller calls the model

reference adaptive control subroutine.

MRAC subroutine reads the azimuth, ∆Ψ, and tilt, ∆α, angles, and converts them to a PWM

signal to drive the tilt and azimuth motors. The calculated angles α(t) and Ѱ(t) are then

subtracted from the former position values. In accordance with the angle difference and sign,

the microcontroller sends PWM and direction signals to the motor drives. Azimuth and tilt

motors move the solar panel to a new position to precisely track the sun’s trajectory. The two

motors make different movements to approach the desired position of the solar panel by

comparing the measured angles with the calculated ones. When the sun sets, the system goes

back to home position, ready for the next sunrise.

4. Results and discussions

Embedded controller design is inherently a multidisciplinary issue. It involves dynamic sys-

tems analysis, modeling, estimation, simulation, control, signal processing, microcontroller

architecture programming, power electronics, and motor drives. Embedded adaptive control-

ler design began with the creation of the mathematical model of the sun tracker. The algorithm

of the model reference adaptive controller was created in the next stage. In the last stage the

program written in the light of this information was embedded in the microcontroller. Embed-

ded controller for sun tracker implied by using Arm cortex M4 core microcontroller TM4C129

produced by TI [24]. Embedded code for adaptive algorithm was produced using Simulink

model. The other part of embedded code was written in embedded C using Keil IDE [25], then

the two codes were combined. After compiled debug and code optimization was made, it was

embedded to the microcontroller.

The designed sun tracker was tested first in laboratory, then it was tested outdoor. System

parameters, such as PV panel output current, voltage, solar irradiance, and temperature, were

measured and logged during May 12 to November 23, 2016. Analysis of these data revealed that

the sun tracker generated 39.2% more energy than the fixed slope system. When compared, the

Design, Control and Applications of Mechatronic Systems in Engineering14



generated energy efficiency is slightly less than [20, 21, 23]. The total generated energy is high

than [23] also consumed energy by DCmotors higher. The PID controller, which was designed in

Ref. [23], was optimized according to minimum energy consumption. It follows the sun’s trajec-

tory when it quarantines generated energy at least bigger than the consumed energy. As a result,

this criterion increases the yield of generated energy when sun tracking accuracy is lower.

Inversely, designed model reference adaptive controller tracks the sun very precisely; this

increases both the energy generated and consumed. Meanwhile, MRAC continues tracking the

sun in changing environmental conditions such as higher wind speed and higher ambient

temperature. It inherently adapts to changing conditions easily, but PID controller usually loses

track of the sun under same conditions. Sample day performances of tracker and fixed ones are

given in Figure 10 for sunny and cloudy days. For ideal tracker, the power curve should be like

rectangular, but early morning and close to sunset, the sun’s trajectory changes rapidly, so the

consumed energy increases. The same phenomenon takes place on partly cloudy days; adaptive

controller tracks quickly changing sun condition and both consumed and generated energies

increase.

The proposed framework for dual-axis sun tracker could be realized in hardware easily and

follow-up the hardware the control algorithm can be designed. It will be quite an efficient and

cost-effective solution and in the long term it will provide an efficient solution for the users that

need high energy from limited area with accurate alignment with sun, such as space stations,

sea vehicles, and automatically aligned large telescopes.

5. Conclusion

Designed dual-axis sun trackers with embedded adaptive controller and fixed PV system were

tested for 6 months. The system performance parameters for both systems were measured and

stored using a data logger. The collected data is examined and compared. On a clear sky day,

performance data proved that the embedded adaptive controller sun tracker produced 39.2%

more energy than the fixed one. The efficiency of the sun tracker decreases to 34% on partly

Figure 10. Outdoor test results of sun tracker for sunny and cloudy day.
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cloudy days. Furthermore, embedded adaptive controller is compared with embedded PID

controller in terms of energy production, power consumption, reaction time, and code size.
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