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1. Introduction

For Fourier transform theory, one of the most important and difficult things is how to
treat the Dirac delta function and how to define it. In 1930, the Dirac delta function was
defined originally by Paul A.M. Dirac([1]) in order to create the quantum mechanical theory
in Physics. In classical mechanics, there is the beautiful Newton’s law. Under it, it is assumed
that a particle is a point with a mass. For the investigation of a small world for example,
elementary particles, it should be changed to the quantum mechanical theory where particles
are not already only points as in Mathematics but also some area with infinitesimal length
for us. They have some properties like waves. The Dirac delta function is defined to be
realized the image of the particle in the small world. The particle changed to be the moving
wave, and it becomes a set of such waves. It is called field in Physics and we need the second
quantization . The quantum mechanics is developed to the quantum field theory where the
delta function is much complicated to treat in the standard mathematical theory.

The delta function is usually defined as the delta measure in the functional analysis. Under
the basic definition, the functional analysis is developed in the functional space for example
Banach space, Hilbert space. These theory is applied to the existence problem of solutions for
the ordinary and partial differential equations. On the other hand, the delta function is also
defined just as a function in the extension of the real number field ([3],[4],[5],[18]) in 1962.
The idea is that firstly the real and complex number fields are extended to the nonstandard
universe, secondly the delta function is defined as a function in the extended universe (cf.

[3]).

In this chapter the real number field and complex number field are extended twice and a
higher degree of delta function is defined as a function on the space of functions. By using the
secondly extended delta function, the Fourier transform theory is considered, that is called
" double infinitesimal Fourier transform ". In the theory, the Poisson summation formula
is also satisfied, and some important examples are calculated. The Fourier transforms of 4,
52, ... ,and V4, ... can be calculated, which are constant functions as 1, infinite, ... , and
infinitesimal, ... .

I NT E C H © 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and eproduction in any medium, provided the original work is properly cited.
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Then the Fourier transform of the gaussian functional is also calculated. The gaussian
functional means that the standard part of the image for & € L? is exp <—7t§ / jooo ocz(t)dt) ,
for { € C with Re(¢) > 0. The double infinitesimal Fourier transform is calculated as
Ceexp (—né"l 1=, (xz(t)dt) for « € L?(R), in which C; is a constant independent of « .

Finally a sort of functional is constructed in the theory that associates to Riemann’s zeta
function. The path integral is defined for the application in the theory, and it is shown that
the path integral of the functional Zs corresponds to Riemann’s zeta function in the case
that Re(s) > 1. By using the Poisson summation formula for the functional, a relationship
appears between the functional and Riemann’s zeta function.

2. Infinitesimal Fourier transform

The usual universe is extended, in order to treat many stages of delta functions and functions
on the space of functions. For the extension, there exists two methods, one is the second
extension of the universe in the nonstandard analysis ([8],[9]) and the other is the Relative
set theory in the axiomatic set theory ( [13]). The first one ([8],[9]) is explained here, by using
an ultrafilter .

2.1. First extension of the universe

Let A be an infinite set. Let F be a nonprincipal ultrafilter on A. For each A € A, let S, be a
set. An equivalence relation ~ is induced from F on [Tycp Sy. Fora = (ay), B = (Br) (A €
A),

a~p<—={AeAlay=,}€F. (1)

The set of equivalence classes is called ultraproduct of S, for F with respect to ~. If S, = S
for A € A, then it is called ultraproduct of S for F and it is written as *S. The set S is naturally
embedded in *S by the following mapping :

s(€S)—[(spy =s),A € A] (e *S) ()

where [ | denotes the equivalence class with respect to the ultrafilter F. The mapping is
written as *, and call it naturally elementary embedding. From now on, we identify the
image *(S) as S.

Definition 2.1.1.

Let H (€ *Z) be an infinite even number. The infinite number H is even, when for H =
[(Hp), A € A], {A € A|Hyiseven} € F. The number ; is written as e. We define an
infinitesimal lattice space L, an infinitesimal lattice subspace L and a space of functions R(L)
on L as follows :

L:=¢*Z = {ez|z € *Z},

L:= {ez‘ze *Z,—%§£z<%}(CL),
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R(L) := {¢ | ¢ is an internal function from L to *C}.

The space R(L) is extended to the space of periodic functions on L with period H. We write
the same notation R(L) for the space of periodic functions.

Gaishi Takeuchi([18]) introduced an infinitesimal ¢ function. Furthermore Moto-o Kinoshita
([41,[5]) constructed an infinitesimal Fourier transformation theory on R(L). It is explained
briefly.

Definition 2.1.2.

For ¢, ¥ € R(L), the infinitesimal é function, the infinitesimal Fourier transformation F¢ (€
R(L)), the inverse infinitesimal Fourier transformation F¢ (€ R(L)) and the convolution
¢ * P (€ R(L)) are defined as follows :

_JH (x=0)

S € R(L), 6(x):= {0 (x #0) 3)
(Fo)(p) := ZLeeXp(—ZﬂiPX)qv(X) (4)
(Fo)(p) := ZLeeXp (2mipx) ¢(x) (5)

(p*9)(x) == ZLeqv(x—y)lP(y)- (6)
yE

The definition implies the following theorem as same as the Fourier transform for the finite
discrete abelian group.

Theorem 2.1.3.

(1) 6 = F1=F1, (2) Fis unitary, F* =1,FF = FF =1,

B) frod=0xf=f (4 frg=g*f,

(5) F(fxg) = (Ef)(Fg), (6) F(f+g) = (Ef)(F3),

(7) F(fg) = (Ff) = (Fg), (8) F(fg) = (Ff)* (Fg).

The definition implies the following proposition by the simple calculation:

Proposition 2.1.4.

If ] € R, then

Fs' = (H)-V. (7)

Examples of the infinitesimal Fourier transform for functions

109
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The infinitesimal Fourier transforms of the gaussian function ¢¢, ¢;,, € R(L) are calculated
as follows: ¢z (x) = exp(—¢nx?), where ¢ € C, Re(&) > 0,

@i (x) = exp(—immx?), where m € Z.
For ¢z, we obtain :

Proposition 2.1.5.

(Foe)(p) = cz(p)ge(k), where cz(p) = Lyep eexp(—¢m(x + ép)z) and p is an element of
the lattice L.

If p is finite, then st(cz(p)) = \/LZ

Proof. The infinitesimal Fourier transforms of ¢ is :

(Fog)(p) = Y eexp(—2mipx) exp(—¢&mx?)
xeL
= (L eexp(—n(x+ ) exp(-m3 1) = cz(p)ge (L) ®
x€L ¢ ¢ 4
where cz(p) = Lyer eexp(—&m(x + ép)z). If p is finite, then st(cz(p))
= [Z exp (—Cn (t + ést(p))2> dt = \/LE
Theorem 2.1.3 (8) implies the following for ¢; :
Proposition 2.1.6.
o:(x') = (Fee(p) = (1 (~2)ge(0)) ) (). ©)
Proof. It is obtained : (Fg¢)(p) = c§(p)(p§(§), and put F to the above :
(F(Foe))(x) = (F(cz(p)oz(£)))(x)
= (Fez(p) * Foz (§))(x), that is, gz (x) = (Feg(p) = Fog(5))(x)
Now (Fpz(£))(x) = Eper e exp(—2rtipr) exp(~&(4)*m)
= Tpereexp(—md(p? = 2migpx)) = (Tper cexp(—F(p — i6x)2) ) gg (x).
By the definition : cz(p) = Yyer eexp(—mg(x + z%p)z), the sum
YpeL eexp(— 7(p —i¢x)?) is €1 (—x). Hence
0: (') = (Feg(p) = (e (~2)9e(x)) ) (). (10)
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For the following proposition 2.1.7, the Gauss sum is recalled (cf.[15]) : For z € N, the Gauss
14 (—i)

sum Y exp(—iZZ12) is equal to /z—7—

Proposition 2.1.7. If m|2H? and m|£, then

(Fgin) () = cin(p) explir - p?) ay

where ¢;,, (p) = \/% Hﬁ?' for positive m and ¢;, (p) = / =~ ml_—il for negative m.
Proof. (F@;,)(p) = Yyer eexp(—immx?) exp(—27mixp)

= Cim(p) exp(im = p?), where c;py (p) = Lyep eexp(—imm(x + £)?).

Since m|E, the element £ is in L. It is remarked that exp(—immx?) = exp(—imtm(x + H)?).
For positive m,

cim(p) = ) eexp(—immx?) = %(8\/ 252 . +1(:i3m> (12)

xeL

2H2

by the above Gauss sum. Hence c;,,(p) = /% 143;17 . For negative m, the proof is as same

as the above.

2.2. Second extension of the universe

To treat a *-unbounded functional f in the nonstandard analysis, we need a second
nonstandardization. Let F, := F be a nonprincipal ultrafilter on an infinite set A := A
as above. Denote the ultraproduct of a set S with respect to F, by *S as above. Let F; be
another nonprincipal ultrafilter on an infinite set A;. Take the *-ultrafilter *F; on *Aj. For
an internal set S in the sense of *-nonstandardization, let *S be the *-ultraproduct of S with
respect to *Fy. Thus, a double ultraproduct *(*R), *(*Z), etc are defined for the set R, Z, etc.
It is shown easily that

*(*8) = §hxhz /pR (13)
where FlF *> denotes the ultrafilter on Ay x Aj such that forany A C Ay x Ay, A € FlF 2 if and
only if

fAem{per|(Ap) e At e R} eh. (14)

The work is done with this double nonstandardization. The natural imbedding *S of an
internal element S which is not considered as a set in *-nonstandardization is often denoted
simply by S.
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An infinite number in *(*R) is defined to be greater than any element in *R. We remark
that an infinite number in *R is not infinite in *( *R), that is, the word "an infinite number
in *(*R)” has a double meaning. An infinitesimal number in *(*R) is also defined to be
nonzero and whose absolute value is less than each positive number in *R.

Definition 2.2.1.

Let H(€ *Z), H'(€ *(*Z)) be even positive numbers such that H’ is larger than any element
in *Z, and let ¢(€ *R), ¢ (€ *(*R)) be infinitesimals satifying eH = 1, ¢ H = 1. We define
as follows :

L:=¢*Z={ez|ze *Z}, L' :=€*(*Z) ={ |2/ € *(*Z)},

L:= {ez‘ze *Z,—%Sez<%} (CL),

L= {s’z’

2 e *(*Z), —H <¢7 < HT/} (c L).
Here L is an ultraproduct of lattices

Ly:= {eyzy ‘zy €Z, —% <euzy < %} (n € Ap)
in R, and L' is also an ultraproduct of lattices

L) = {8//\23\

in *R that is an ultraproduct of

I~k Hy « o1 H) A

i
Au

ez, Pucg g P (n € Ay)
Z)\y Y 2 —E)Lyz/\y 2 " 2)

I ) o
LM! = {89\142/\#

A latticed space of functions X is defined as follows,

X := {a|a is an internal function with double meanings, from *L to L'}
= {[(ay), A € A1]|a, is an internal function from L to L/, } (15)

where ay : L — L) isay = [(ay,), p € A2, ary : Ly — Lﬁ\y.

Three equivalence relations ~p, ~, p) and ~pp are defined on L, *x(L) and L' :
x~py<s=x—y€EHZ x~ gy x—ye*x(H)*("Z),
x~gy<x—yeH*(*Z).

Then L/ ~p, *(L)/ ~pu) and L'/ ~p are identified as L, *(L) and L'. Since *(L)
is identified with L, the set *(L)/ ~,(p) is identified with L/ ~p. Furthermore X is
represented as the following internal set :

{a|a is an internal function from *(L)/ ~ (g to L'/ ~ml. (16)
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The same notation is used as a function from *(L) to L’ to represent a function in the above
internal set. The space A of functionals is defined as follows:

A := {f| f is an internal function with a double meaning from X to *(*C)}.  (17)

An infinitesimal delta function §(a)(€ A), an infinitesimal Fourier transform of f(€ A), an
inverse infinitesimal Fourier transform of f and a convolution of f, g(€ A), are defined by
the following :

Definition 2.2.2. The delta function
5(a) = {(H,)(*H)z (a=0) (18)
( )
and, with ¢ := (H')~("H)” € *(*R),
(FF)(b) = ¥ eoexp (—zm Y a<k>b<k>> f(a) (19)

aeX kel

(EF)(b) == ¥ eoexp (zm' Za(k)b(k)>f(a) 0)

aeX keL
(f*g)(a) := ,szof(a —a')g(d). (21)

The inner product on A is defined as:

(f.8) == Y_ eof(b)g(b), (22)

beX

where f(b) is the complex conjugate of f(b). In the section 3, Riemann’s zeta function
is written down as a nonstandard functional in Definition 2.2.2. In general, Y. a(k) is
infinite, and it is difficult to consider the meaining of F, T in Definition 2.2.2 as standard
objects. They are defined only algebraically. In order to understand Definition 2.2.2
analytically for a standard one, we change the definition briefly, to Definition 2.2.3. By
replacing the definitions of L', 8, ey, F, F in Definition 2.2.2 as the following, another type of
infinitesimal Fourier transformation is defined later. The different point is only the definition
of an inner product of the space of functions X. In Definition 2.2.2 , the inner product of
a, b(€ X) is Y e a(k)b(k), and in the following definition, it is *e )y a(k)b(k). Definition
223. L= {s’z’ ‘z’ € *(*Z), —*HHTI <¢7 < *HHT'},

_fem e @=o),
d(a) : {0 (a £ 0) (23)

113
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* \2
and, with ¢ := (*H)*%H’—(*H)2

(Ff)(b) ==Y egexp (—27‘(1’*& ) a(k)b(k)) f(a) (24)

aeX kel

(Ff)(b) := ) egexp (2711’*6 ) a(k)b(k)> f(a). (25)

aeX kel

Then the lattice L;W is an abelian group for each Ap. The following theorem is obtained as
same as the case of the discrete abelian group :

Theorem 2.2.4.

(1) 6 = F1=F1, (2) Fis unitary, F* =1,FF = FF =1,
B) fro=0xf=f (4 frg=g*f,

(5) F(f+g) = (Ef)(Fg), (6) F(f+g) = (Ef)(F3),

(7) F(fg) = (Ff) = (Fg), (8) F(fg) = (Ff)=(Fg).

The definition directly implies the following proposition :

Proposition 2.2.5. If ] € R", then

Fsl = (H)(-DOHY, (26)

If there exists «, B € L?(R) so that @ = *a|;, b = *B|;, that is, a(k) = *(*a(k)),
b(k) = x(*B(k)), then st(st(*e Yyep a(k)b(k))) = [ a(x)b(x)dx. Definition 2.2.3 is easier
understanding than Definition 2.2.2 for a standard meaning in analysis. For the reason, we
consider mainly Definition 2.2.3 about several examples. However Definition 2.2.2 is also
treated algebraically, as algebraically defined functions are not always L?-functions on R.
The two types of Fourier transforms are different in a standard meaning.

Examples of the double infinitesimal Fourier transform

It is defined: an equivalence relation ~.gp in L' by x ~«gp y < x —y € *HH' *(*Z). The
quotient space L'/ ~ .y is defined with L'. Let

Xy gy =  {a'|4 is an internal function with a double meaning, from *L/ ~ o (H)
to L// N*HH’}

and let e be a mapping from X to Xy -y, defined by (e(a))([k]) = [a(k)], where [ ] on the
left-hand side represents the equivalence class for the equivalence relation ~, py in *L, k is

a representative in *(L) satisfying k ~, g k,and [ ] on the right-hand side represents the
equivalence class for the equivalence relation ~ .y in L’. Furthermore f(a’) is identified to

be f(e~(a')).



Double Infinitesimal Fourier Transform
http://dx.doi.org/10.5772/59963

The double infinitesimal Fourier transform of exp (—7*e Yy a?(k))

The double infinitesimal Fourier transform of

gz(a) = exp (—ﬂ*8§ Y. ﬂz(k)> , (27)
kel
where ¢ € C, Re(¢) >0,

is calculated in the space A of functionals, for Definition 2.2.3. It is identified *( *¢) € C with
gecC.

Theorem 2.2.6. F(gz)(b) = Cg(b)gg(%), where b € X and

Cz(b) =) epexp (—n*eé‘ Y (a(k) + ilb(k))2> : (28)

aeX kel 5

Proof. The infinitesimal Fourier transform of gz(a) is done.
F(gz)(b) = F (exp (=7 *ed Yrer 4*(k))) (b)

= Yaex €0exp (—2ir*e Ve a(k)b(k)) exp (=7t *eg Yiey a*(k))
= Ce(b)ge(3)-

Let xox : R — *(*R) be the natural elementary embedding and let st(c) for ¢ € *(*R)
be the standard part of ¢ with respect to the natural elementary embedding % o x. Let st(c)
be the standard part of c with respect to the natural elementary embedding * and * . Then
st = st ost.

Theorem 2.2.7. If the image of b (€ X) is bounded by a finite value of *R, that is, there
exists by € *R such that k € L = [b(k)| < *(bp), then

st(Cz(b)) = (* (%))Hz (€ "R), st - <(*E§;:>>HZ> =1 (29)

Proof. st(Cz(b)) = st(Yaex [Tker vee exp (—NC{\/E(a(k)) + z\/E%(b(k))}z))
= Thker | exp (— e {x + ivElsta (b(K))}?) dx

= [ker /" xp (—78x?) dox.
The argument is same about the infinitesimal Fourier transform of g’g (a) =
exp(—n& Yrer a®(k)), for Definition 2.2.2, as the above.
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Theorem 2.2.8.

), (30)

where b € X and

Bz(b) = Ysex €0exp (—m;‘ Y er (a(k) + z%b(k))2>. Furthermore, if the image of b (€ X) is

bounded by a finite value of *R, thatis, 3by € *Rs.t. k € L = |b(k)| < *(bp) then

oy

st(Bz (b)) = <* (%))HZ (€ *R), st *((*?i)))m) =1 (31)
¢

The double infinitesimal Fourier transform of exp(—imm *e Y e a®(k))

The double infinitesimal Fourier transform of g;,,(a) = exp(—irtm *e Yy a*(k)), where m €
Z, is calculated for Definition 2.2.3.

Proposition 2.2.9. F(g;,)(b) is written as C;,,,(b)g 1 (D).

If m[2*HH'? and mlbg—p for an arbitrary k in L, then F(g;,,)(b) = Ciu(b)g1 (b), where

22 \ (H)?
Cim(b) = ( %H’T'I"> for a positive m and
) 2*HH/2 (*H)z
Cim(b) = (w / _Tm%) for a negative m.

Proof.
F(gim)(b) = Cim(b)g 1 (), where Ciyy (b) = Loex eo exp(—imm *e Tyer (a(k) + 3:b(k))?).
When a(k), b(k) are denoted as ¢'n’, €'l’,
T i ooz OXP(—TM e Ticy (a(k) + b))
/

= 2 exp(—imm™e 2 (e'n’ + 6/%)2)- (32)

—*HHT/ZSS'H’<*HHT/2 kel

Since m| bg—{(), for a positive m, it is equal to

* 12
[2*HH?2 14 i n
) exp(—imtm *ee'?n'?) = % - +1l+l, (33)

12 12
— *H—HZ <en'< *H—HZ
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(*H)*
by Proposition 2.1.5. Hence C;;,, = <, /% Hl—"’) for a positive m. For a negative m,
the proof is as same as the above.
The argument for the infinitesimal Fourier transform of g/, (a) = exp(—imm Yy a*(k)),

for Definition 2.2.2, is as same as the above one of g;,, for Definition 2.2.3.

Proposition 2.2.10. If m|2*HH'? and m\@ for an arbitrary k in L, then (F((g,))(b) =

21’2

a2\ (FH)?
Bi(b)g'y (b), where B;,(b) = (\/%14'1’4_;" ) for a positive m and Bj,(b) =

im

212

(*H)Z
<\/_2z W) for a negative m.

2.3. The meaning of the double infinitesimal Fourier transform

There exists a natural injection from a space of standard functions to X as

arr (a:ke L x(*a(k)) el). (34)

Hence a space of standard functions is embedded in X through the natural injection. If there
is no confusion, standard functions are identified as nonstandard functions by the natural
injection.

For a standard functional f, if the domain of *(*f) is in X, we can define
a Fourier transform F(*(*f)). Since st(st(F(*(*f))) is a standard functional as
stSt(F(*(*f)))(a) =st(st(F(*(*f))(a))) for a : k € L — *(*a(k)) € L/, such standard
functional has a Fourier transform st(st(F(*( *f))).

Similarly to the case of functions, the following subspace £?(A) of A is defined:

Definition 2.3.1.

L2(A) := {f € A| there exists c € *R so that (% ) eolf(a)|?) < +ool. (35)
aeX

The standard part st(Y,cx €o|f(a)|?) is a *— norm in £?(A). Theorem 2.1.3 (2) implies the
following proposition.

Proposition 2.3.2. The Fourier transform F and the inverse F preserve the space £L2(A).

Hence if f is a standard functional so that *(*f) is an element of £?(A), the Fourier
transformation F(*(*f)), F(*(*f)) are also in £?(A). Now there is no theory of Fourier
transform for functionals in "standard analysis”, and it is well-known that there is no
nontrivial translation-invariant measure on an infinite-dimensional separable Banach space.
In fact, on the infinite-dimensional Banach space there is an infinite sequence of pairwise
disjoint open balls of same sizes in a larger ball. The measure is translation-invariant,

17
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the measure of the small balls are same, but the measure of the larger ball is finite, it is
contradiction. By the reason we do not argue a relationship between our Fourier transform
and standard Fourier transform, any more.

Here number fields are extended twice to realize the delta function for functionals. The
extended real number field divided to very small infinitesimal lattices. These lattices are
too small for normal real number field and the first extended real number field to observe
them. Axiomatically, the double extended number field can be treat in a large universe, that
is, relative set theory ([13],[14]). The concept of observable and relatively observable are
formulated, and two kinds of delta functions are defined. The Fourier transform theory is
developed, which is called divergence Fourier transform . It is applied to solve an elementary
ordinary differential equation with a delta function(cf.[12]).

3. Poisson summation formula

The Poisson summation formula is a fundamental formula for each Fourier transform theory.
In this section, it is explained about the Kinoshita’s Fourier transform and our double
infinitesimal Fourier transform . Some examples of the gaussian type functions are calculated
for the applications of the Poisson summation formula.

3.1. Poisson summation formula for infinitesimal Fourier transform

The Poisson summation formula of finite group is extended to Kinoshita’s infinitesimal
Fourier transform.

Formulation

Theorem 3.1.1. Let S be an internal subgroup of L. Then the following formula is obtained,
for ¢ € R(L),

SH72 Y (Fo)(p) =172 Y 9(x) (36)

peSt X€ES

where S+ := {p € L| exp(27mtipx) = 1 for Vx € S}.

Since L is an internal cyclic group, the group S is also an internal cyclic group. The generator
of L is &. The generator of S is written as es (s € *Z). Since the order of L is H?, so s is a
factor of H2.

The following lemma is prepared for the proof of Theorem 3.1.1.
Lemma 3.1.2. St =< eHTZ >.

Proof of Lemma 3.1.2. For p € S+, we write p = ¢t. Then the following is obtained:

exp(2mipes) = 1 <= exp(2rietes) = 1 <= exp(27'cit%) =1« t% € *Z. (37)
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Hence the generater of St is e

Proof of Theorem 3.1.1. By Lemma 2.1.2, |S| = E and |St| =s. If x ¢ S, then sHszs =

S

S
eH2%x € *Z, and <exp <27IisHsz>> =1.Forx€elL,

1—exp(27ie HTZ x)

i(—H —(ex m’sH—zxs
Y exp(2mipx) = {eXp(m(Z)x)(l hoee) (x¢s)

pest Ypest 1 (x €S)
_JOo (x¢59)
B {s (x€S) (38)

Hence

Ypest (F)(p) = Lpest e(Lxer ¢(x) exp(27ipx))

=¢ 2 @(x)( Z exp(2mipx)) = — Z o(x (39)
xeL peSt xES
Thus
LY F)(p) = 5 ¥ o) (40)
S pest H? =
hence
ST Y (Fo)(p) = —1 ¥ o(x) - (£1). (41)
pest S]2 +e$

Proposition 3.1.3.  Especially if s is equal to H, then (4;) implies that },.s. (Fg)(p) =
Yxes ¢(x). The standard part of it is st(L,cs: (F@)(p)) =st(Lres ¢(x)).

If there exists a standard function ¢’ : R — C so that ¢ = *¢|, then the right hand side is
equal to Y. _oycoo @' (X), that is, Y _ o rcooSt(@)(x). Furthermore if es is infinitesimal and
¢ is integrable on R, then

st(es Lxes (%)) = [Z, ¢ (x)dx.
Since (f1) 1mp11es that

Ypest (F)(p) = &5 Lyes (%),
it is obtained st(¥,cs: (F)(p = [Z.¢'(x)dx, thatis, [ _st(¢)(x)dx.

119



120

Fourier Transform - Signal Processing and Physical Sciences

L I

The even number H is decomposed to prime factors H = p{ p; - pi,";, where p1 =2, p1 <

p2 < --- < pm, each p; is a prime number, 0 < I;. Since S is a subgroup of L, the
number s is a factor of H2. When we write s as plf pgz e pl,;lm, the order of S is equal to
pahihip2h=he 2 kn and the order of S+ is pf1pi2 - - phr. Hence (27) is

_1 =
(Prre vt B (F)p) = (3 pir ™) T L ()

peSt x€S

Examples

Theorem 3.1.1 is applied to the following two kinds of functions :

L.gi(x) = exp(—imx?)
Z.go(:(x) = exp(—g'fnxz)

where ¢ € C, Re(¢) > 0. Then the infinitesimal Fourier transforms are :

1.(Fgi)(p) = exp(— 4) 9i(p) - - (2)

2.(Fgg)(p) = ce(p)g <’§>

where st(cz(p)) = \/LE’ if p is finite. Hence the following formulas are obtained :

LISt 2 exp(=ig) L 9ip) = ISI7F ¥ i)

pesi x€eS
_1
208472 Y Cg(P)fPéfg 5172 Y ge(x)
peSt X€S

When the generator of S is ¢s, this is written as the following, explicitly :

1.Hexp(—i%) Y exp(inp?) =s Y_ exp(—inx?)

peSt xX€S
2.H Y cz(p)exp( ——7'cp =5 exp(—&mx?).
peSt ¢ X€S

The following proposition is obtained:
Proposition 3.1.4.
(i) If s = H, then the generator of Sis 1 and S = S1 = LN *Z. Hence

(42)

(43)
(44)

(45)

(46)

(47)

(48)

(49)

(50)
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LTT . .
1.exp(—zZ) Z* exp(inp?) = Z* exp(—imnx?) (51)
peELN*Z xeLN*Z
1
2. Z cér(p)exp(—gﬂpz): 2 exp(—g"frcxz). (52)
peLN*Z xeLN*Z

Taking their standard parts, we obtain :

25t Y calplexp(—zmp?) = st Y exp(~Emr?))

peLN*Z xeLN*Z
= Y, exp(—gmn®) = 0(ig) (53)
—oo<n<oo
where 6(z) is a f-function, defined by 8(z) = ¥_ o< ,<c0 exp(irzn?).
(ii) If s is infinitesimal, then the equation:

HY pes: CC(p)exp(—%npz) =5Y s exp(—&mx?) implies the following:

t( ) ce(p)exp —%np t(es Y exp(—¢&mx?)
peSt x€S
= /_o:o exp(—¢émx?)dx = % (54)

It is known that st(cz(p)) = \/LE’ and ¥ oo ycoo ©Xp(—Emx?) in the formula 2 of (i) is equal
to \/Lg Y co<p<oo exp(—%npz) by the standard Poisson summation formula. Hence, by 2 of
(i), we obtain st(Lpest cz(p)exp(—z7p?)) = L wocpeoost(cz(p)exp(—zp?)).

The formula (#,) in 1 for ¢;(x) is extended to ¢;,(x) = exp(—immx?), for an integer m so
that m[2H? . If m|£, we recall

(Fpim)(p) = cim(p) exp(im = p?),

2 2H?
2H =

where ¢, (p) = /% HET for a positive m and c;,, (p) = 4/ _TV”M for a negative m.

Hence ]SH_% Lpest Cim(p)ea(p) = |S|_% Y res @im(x). When the generator es’ of S+ satifies

m|s’, that is, the generator es of S satifies m| H?z, it reduces to the following;:

2H2
ﬂl—f—lT . l 2\ o 2
H,/ > 14 ) exp(mmp ) =s Y exp(—immx*) (55)

peSi xX€ES
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for a positive m,

m1+(
H\/ - exp(zrt p?) =5 Y exp(—immx?) (56)

peSt X€S
for a negative m.

3.2. Poisson summation formula for Definition 2.2.2

Poisson summation formula of finite group is extended to the double infinitesimal Fourier
transform for Definition 2.2.2 on the space of functionals.

Formulation

Theorem 3.2.1. Let Y be an internal subgroup of X. Then the following is obtained, for
feA,

1 1
YR Y (EN®) =Y Y f) (57)
beYt acY
where Y+ := {b € X | exp(27i < a,b >) =1for Va € X} and < a,b >:= Yy a(k)b(k).

X
Y|

Proof of Lemma 3.2.2. For k € L, we denote Y := {a(k) € L' |a € Y}.
beYt<=Vacy, exp(2ri Ypep a(k)b(k)) =1
—VkeL, bk)eYd

Lemma 3.2.2. |Y1| =

< b:L— L, VkeL, b(k)e Yt

Hence |Y1| = [Tzer |Y{ |- Lemma 3.1.2 implies |V | = |Y | Thus

12 /2 H? X
|Yi|:H(_):—:u (58)
AN [Tker Vil Y]
Proof of Theorem 3.2.1.
_1 .
Y72 Y (FAb) = Y572 Y eo( Y exp(—27i < a,b >))f(a). (59)

beyt acX beyt
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Since ) eyt exp(—2mi < a,b>) = {?YH EZ i Q , the above is equal to
Y2 Y Y fla) = [YHEH T Y f(a) = Y72 Y f(a). (60)
acy acYy acYy

In the special case where f(a) = [Ticr fr(a(k)),
(Ff)(b) = Laex €0 exp(—27i Yrer a(k)b(k)) [Tker fi(a(k))

=TJ( Y. € exp(—2mia(k)b(k))fi(a(k)). (61)

kel a(k)el’

Namely, the Fourier transform in functional space is the product of those in function space.
Corollary 3.2.3.

(i) If each generator of Yj is equal to 1, f is written as [Ticr fx, fxr = *(st(fx))|r, and
Y cocncooSt(fr)(n) converges, then

st( ) (FAH®) =TTC X st(fi)(n)). (62)

beyt keL —oo<n<oo

(ii) If each generator of Y} is infinitesimal, f is written as [Trer fx, fx = *(st(fx))|r and st(fx)
is L1-integrable on R, then

st( Y (F ]‘[/ st(f) ()dt. 63)

beyL kel co<Lt<oo

Examples

Theorem 3.2.1 is applied to the following two kinds of functionals :

1.fi(a) = exp(—im ) a(k)?) (64)
keL

2.fz(a) = exp(—&m ) _ a(k) (65)
keL

where ¢ € C, Re(¢) > 0.
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The infinitesimal Fourier transforms of the functionals are :

L(ER) () = (1) 2 f;(b) -+~ (23)

2.(Ffe)(b) = Bg<b>fg<§>,

hence the followings are obtained :

LY (=12 Y ) = Y72 Y fila)

beyL acY
1 b 1
2yt Y Bg(b)fg(g) =Y|72 ) fe(a).
bey+ acyYy

These are written as the following, explicitly :

LIYE72(=1)7 Y exp(—in Y b(k)?) = Y72 ¥ exp(—in Y a(k)?),

beyt keL acY kel

2YH 72 Y Be(b) exp(—%n Y b(k)?) = Y72 Y exp(—¢n Y a(k)?).

beyt kel acY kel

Corollary 3.2.3 implies the following proposition 3.2.4.
Proposition 3.2.4.

(i) If each generator of Yj is equal to 1, then

L(=1)7st( Y exp(—im [ b(k)?))

beyt kel —0o<N< 00
25t( 1 B(0) exp(—zm Y b(02) = (L exp(—gmn®))'”
beY+ kel —co<n< oo

(= e)™).

(ii) If each generator of Y} is equal to a natural number my, then

() exp(—iﬂnz))H2

(66)
(67)

(68)

(69)

(70)

(71)

(72)

(73)
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L(=1)7st( Y exp(—in [[0(0)?) = [J(m Y.  exp(—immin?)) (74)

beYy+t kel kel —00<N< 00
25t( Y Be(b) exp(—%n Yok =T ¥ exp(—nmin?)) (75)
beyL kel kel —co<n< 0o

<: H(mkeumic») :

kel
(iii) If each generator of Yj is infinitesimal, then
1

25t Y Be(b)exp(— =7 Y b(K)?)) = (/_O; exp(—&m2)dt) (76)

beyt § kel

((%)
= (x| — )
Ve
The above formula (f3) for f;(a) is extended to f;,,(a) = exp(—im7m Y ycr a*(k)), for an integer

m so that m|2H'? . If m| bg,{) , we recall

(Ffim)(b) = Bim(b)f L () (77)

m
12

L CHY? 26" (*H)?
where B, (b) = (\/@le; ) for a positive 11 , B, (b) = (@%) for

a negative m.

Hence |Y1| 2 Ypeyt Bim(D)f1 (b) = Y|~z Y ey fim(a). When each generator ¢'s’y of Y-

im

satisfies m|s'y, that is, each generator €’sy of Y satisfies m| Ig—:, it reduces to the following :

a2\ CHY
7 (@ e ) ¥ enplind ¥ b(6) = [T X exp(inn 3 b))

beyt kel kel acY keL
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for a positive m, and

21’2 (*H)Z
/(*H)z —1’l”ll-i-(—l)7 . l 2
H (\/ 5 T ) exp(mm Y b(k)?)

beyt kel
=11sk ) exp(—imm ) a(k)?)
keL a€eY kel

for a negative m.

If s = H and m|H’, then

beyt kel acY kel

M (*H)Z
(\/g%) ) exp(in% Y b(k)?) = Y exp(—imn Y a(k)?)

for a positive m, and

a2\ (CH)
(ﬁ”i) - ) Y explin.- Y b(k?) = X exp(—im ¥ a(k)?)

beyt keL acY kel

for a negative m, that is,

(ﬂexp(—ig)>(*H) Y explin— Y b(k)?) = ¥ exp(—imn Y a(k)?)
beY+ keL acyY keL
for a positive m, and
L TT (*H)z 1 2 . 2
(mexpcz)) Y exp(in— Y b(k)?) = Y exp(—imn Y a(k)?)

beyt keL acY kel

for a negative m.

3.3. Poisson summation formula for Definition 2.2.3

(79)

(80)

(81)

(82)

(83)

Poisson summation formula of finite group is extended to the double infinitesimal Fourier

transformation for Definition 2.2.3 on the space of functionals originally defined in [8].

Formulation

The following theorem for Definition 2.2.3 is obtained as the argument in the section 3.2.

Theorem 3.3.1. Let Y be an internal subgroup of X. Then the following is obtained, for

feA,
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Yt Y (FAH®) = Y72 Y fla) (84)

beyle acy

where < a,b >¢:= *e¢ Yy a(k)b(k) and Y€ := {b € X| exp(27i < a,b >¢) = 1 for Va € Y}.

X
Y]

Lemma 3.3.2. |Y1¢| =
Proof of Lemma 3.3.2. For k € L, it is denoted Y} := {a(k) € L' |a € Y}.
beY«=VacY, expri*eYyepa(k)b(k)) =1

< VkeL, *eb(k) € Y.

For k € L, generators defined by the following are written as m, n :

Yy =<éem>, {b(k) € L'| *eb(k) € Yi'} =< &n > .

Now

exp(2mi*ee'me'n) = 1 <= *e'me'n = 1. (85)

It is written Y;*¢ := {b(k) € L'| *eb(k) € Y- }. Then |Y;*¢| = m. This is equal to % =

M. Hence
[Y

yre = T = X (86)

keL | |

Proof of Theorem 3.3.1.

Y72 Y (FA®B) = Y272 Yeo( Y exp(—27i < a,b >¢))f(a). (87)

bey-le acX bey-le

0 Y
Since Y oy exp(—2mi < a,b >¢) = {lyﬂ‘ EZ z Y%' the above is equal to
_1 _1
YEET2eo Y| ) fla) = Y72 ) f(a). (88)
acy acY

The following is obtained:
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Corollary 3.3.3.

(i) If each generator of Yj is equal to 1, f is written as [Trer fx, fx = *(st(fx))|r, and

Y cocncooSt(fx)(n) converges, then

HEst( Y (FHG) =TI T stf)(n).

beyt kel —oo<n<oo

(89)

(ii) If each generator of Y is infinitesimal, f is written as [Trer f, fx = *(st(fx))|r, and

st(fx) is Li-integrable on R, then

HE st X (EN®) =TT [ stCfoeyat

beyt keL

Examples Theorem 3.3.1 is applied to the following two functionals :

1.gi(a) = exp(—in*e Y a(k)?)
keL

2.8:(a) = exp(—(jn*ekz a(k)?)
eL

where ¢ € C, Re({) > 0. The infinitesimal Fourier transforms are :

H
L.(Fgi)(b) = (=1)28i(b) - -~ ()
b
2.(Fge) (b) = Ce(b)ge ()
hence the following formulas are obtained :
H
1|YL€| 2 )2 2 gi(b) = [Y[~ : 281
beyte acy
=1 b
2[y+72 ) Celb)g 8:(z) = ¥I” 2 Y g (a)
acY

beyle

These are written as the following, explicitly :

LY 2(=1)7 Y exp(—in*e Y b(k)?) = Y72 ¥ exp(—in*e ¥ a(k)?)

bey'le kel acY kel

2y ¥ Cg(b)exp(—%ﬂ*s Y a(k)?) = Y72 ¥ exp(—&m*e Y a(k)?)

beyle kel acY kel

Corollaly 3.3.3 implies the following proposition 3.3.4.

(90)

1)

(92)

(93)
(94)

(95)

(96)

97)

(98)
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Proposition 3.3.4.

(i) If each generator of Yj is equal to 1, then the standard parts are :

2

LHS (-)¥st( ¥ exp(—ime Y b(02) = (¥ exp(—imen?))  (99)
bGYgL kel —oo<n<oo

2.HHTzst( E Ce(b) exp(—lnﬁ Z b(k)?)) = ( Z eXP(_C”E”Z))HZ (100)
bGYgL (: kel —oo<n<oo

. 2
(= (06ie))™).
(ii) If each generator of Yj is equal to a natural number my, then

2

1.HHT(—1)gst( Y exp(—ime ) b(k)?)) = [T Y exp(—imemin®))  (101)

beYst keL kel —oo<n<oo
2 1
2.HHTst( Y Ce(b) exp(—gﬂe ) b(k)?)) = [T ), exp(—&memin®))  (102)
beYt kel kel —o0<Nn< 0o

<= H(mkeﬁm%é))) :

keL

(iii) If each generator of Y} is infinitesimal, then

2.st( ) Cg(b) exp(—%ns Y b(k)?)) = (/_o:o exp(—&mt?)dt) !’ (103)

beY,; keL

(&)
= * | —= .
Ve
The above formulation (#4) of g;(a) is extended to g;,, (a) = exp(—imm*eY i a®(k)), for an
integer m so that m|2*HH’ 2 1f m| @ for an arbitrary k € L, it is recalled

2*HH'2 H
(Fgim)(b) = Cip(b)ga (b), where Cjy,(b) = <\/§1+1T7> for a positive m and

1 ) Z*Ele *Hz
Cim(b) = (w / Ter(_i)—zm) for a negative m.
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Hence |Y¢| 2 Yheyl Cim(b)g%m (b) = |Y|2 Y scy Sim(a). When each generator ¢'s’; of YkLS
satisfies m|s'y, that is, each generator €’s; of Yj satisfies |- 55/2

, it reduces to the following:

1 ,2*HH/2 (*H)z 1
2 * m
HE /P (\/ ?%) Y explim*e ¥ b(k)?)

beY-lLe m keL

=1]sk ) exp(—imm*e) a(k)?) (104)

keL a€eY kel

for a positive m, and

2*HH/2 (*H)z
iz * 2 —m 1 + —l —m . 1 *
Hz H(H) (,/ . (1 —)i ) Y exp(ma e Y b(k)?)

bey-le kel

=T 1Isc ), exp(—imm*e ) a(k)?) (105)

kel a€Y kel

for a negative m. If sy = H' and m|H’, then

m

ar2 \ (HP
HT (\/?%) ) exp(in% Y b(k)?) = Y exp(—imm*e Y a(k)?) (106)

beYLe keL acY kel

for a positive m, and

= Y exp(—imm*e }_ a(k)?) (107)

for a negative m, that is,

TN\ (FH)?

HY (Vmexp(—iD)) ¥ explin- Y b(k?) = 1 exp(—imm*e Y a(k)?) (108
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for a positive m, and

(*H)2

HY (Vomep(D)) ¥ exp(iﬂ% Y b(k)2) = Y exp(—imn*e Y a(k)?) (109)

beyle kel acY kel

for a negative m.

4. Quantum field theory and Zeta function

In this section the quantum field theory is developed by using the double infinitesimal
Fourier transform. The propagator for a system of the harmonic oscillators is considered
in the quantum field theory.

4.1. Path integral in the quantum field theory

Definition4.1.1. A path integral of f(& A) is defined as follows:
Y eof(a) (110)
aeX

with g9 := (H')~("H)?® € *(*R).

It is briefly explained that the complexification of the propagator for the harmonic oscillator
is represented as the following path integral. In Feynman’s formulation of quantum
mechanics([2]), the propagator of the one-dimensional harmonic oscillator is the following
path integral: K(g, g9, t)

. on+1 .
i M 41)/2 gy (TN (MK T Xy Moo
= lim | () exp(h ];(2( )2 2A x]))dxldxz dx, (111)

where xg = qo, x,+1 = 4, € = L. In nonstandard analysis, it is known that, for a sequence
an,

lim a, =a iff *ay=~a (112)

n—oo

for any infinite natural number w €* N — N, where *a, is the * extension of {a, },cN, and ~
means that *a, — a is infinitesimal, that is, the standard part of ay, is a4, usually denoted by
st(*ap) = a . The standard part of the nonstandard path integral is written as

m ie %l m xj—xjq m
_ 7 Y w+1)/2 i G B bt Vel Y
st /R’“(Zrcihe) exp( - ]; ( 5 ( - ) 5 A )>dx1dx2 dxy.  (113)
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By extending t to a complex number, the path integral is complexified to the following :

: +1 L A,
M\ (@0+1)/2 oy (€5 (1 (X T X1y My o
o ﬁRw(Znihe) exp( h ]; ( 2 ( € ) 2 A )>dx1dx2 dxw. (114)

Theorem 4.1.2. Let t € R, t#st(i\f”wl—cos( 1)), k=12,---,w,or for t € C, whose

imaginary part is negative. The complexified one- d1mens1ona1 harmonic oscillator standard

functional integral is given by (52 )2 sin?)\t) exp( m A (g3 + %) cos At — 2qqp)).

Proof. If ¢ #st(:l:f”\/l —cos(wﬂ)) k=1,2,--,w, then

\/_n\/ k7t
t#i— 1—COS(W—H),k—1,2,"' , W (115)

for arbitrary infinite number w . The theorem is followed from the discrete calculation using
the matrix representation of the operator(cf. [7]).

It corresponds to the well-known real propagator for one dimensional harmonic oscillator.
For the d-dimensional harmonic oscillator, d-dimensional vectors are written as qg, q , the
square norms are |qo|?, |q|?, and the inner product of qg, q is qoq. We have :

Corollary 4.1.3. For the complexified d-dimensional harmonic oscillator standard functional

integral, the complexified propagator is given by

m . d A d im A
()2 (o )2 o4 2
27tih’ “sin(At) I sin At

((|q0/* + [q|*) cos At — 2qqq))- (116)

Proof. By factorizing Theorem 4.1.2 into a product on d dimensional, the corollary is
obtained.

The trace of the compiexified propagator is calculated for one dimensional harmonic
oscillator.

Since

° m |1 A m A ’ _ 1
| s 2 smar((cos M= V0 = ey 17

the following is obtained (cf.[6],[7]):
Theorem 4.1.4. lLett € R, t # j:st(f“’\/l—cos(wﬂ)) k = 1,2,---,w, ort € C,

whose imaginary part is negative. The trace of the complexified one-dimensional harmonic

oscillator standard functional integral is given by m
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Proof. By putting g0 = g in (57 )% sin/(\)\t) exp(%m sir?At ((43 + g*) cos At — 2qqp)), the trace
is the following integral :

im

©. o m |1 A A ) B 1
/oo<27tih)2 sin(At) exp(7 sin)\tz«COS/\t —Dg))dg = 2isin(At/2)" (118)

Corollary 4.1.5. If the potential is modified to V(q) = %()‘72 1> — 2), then the trace is

1 A
2isin(At/2) exp(%)).

For the d-dimensional harmonic oscillator, the following is obtained :

Corollary 4.1.6. For the trace of the modified complexified propagator for d-dimensional

harmonic oscillator, the trace is (m exp(4)))4.

In the next section, Corollaries 4.1.5 and 4.1.6 are used to treat an infinite dimensional
harmonic oscillator.

4.2. Representation of the zeta function.

Corollary 4.1.5 is extended to an infinite dimensional harmonic oscillator using nonstandard
analysis. For it the three types of extension *R ,**R, #**R of R are prepared corresponding
to Definition 2.2.2 , then the three stages of infinite numbers exist. In these three extension
fields, we fix infinite natural numbers Hr € *N ,Ht € **N, H” € 2*N . Let T be a positive
standard real number and let €7 , €” be infinitesimals in **R , #*R defined by HLT' HL A
lattice L” and two function space X, A are defined as the following:

L// — {8”2” ZII c #**Z, _HT” S IIIIZ// < I-g' })

X :={a#{0,1,--- .Hp — 1} — L”,internal },
A:={a*{0,1,--- .Hr} — X, internal}.

Then an element a of A is written as the component (a;?,O <j < Hr0<k< Hp—1).

All prime numbers are ordered as p(1) = 2, p(2) =3, ... , p(n) < p(n+1), ... , thatis, p
is a mapping from N to the set of prime numbers, p : N — {prime number} . Let A be
In* p(k) for each k , 0 < k < Hp — 1. A potential Vj A R % R ig defined for each k

2
0 <k< Hp-—1,as Vk(g) = % 1> — % An element « of X is written as the component
X = (txk,nggHF—l).

Let V be a global potential as the following:

Hp—1 Hr—1 /32
V() = kgo Vi (ab) (: y (% ak‘z—%>>. (119)

k=0
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In order to transport ¢ to later, the element —% is put in the usual potential for harmonic
oscillators. It is considered the following summation K(a,b,t) depending of a,b € X:

1 Hr a:—a;
)Hp HTeXp €T Z‘ ] ]— 1

K(a,b,t) = )3 () (5 V(aj)))-(120)

aeA,ao:u.aHT:b ZTIGT
Then K(a, b, t) is calculated,
1 H H ai—a k
— T T T _ ;
K@b= (e [T L @) ()™ opler( MK v, a2
=1 dkel’ 0<j<Hr—1 25

where ag = a,ay, = b.

The summation ¥ ,.x(¢')""K(a,a.t) is denoted by tr(K(a,a,t)). Three correspondences
putting standard parts are written as sty : *R — **R, st, : **R — *R, st, : *R — R.
When there are no confusion, they are simply written as st. The composition st, o st, o sty :
#*R — R is denoted also by st for simplicity.

Theorem 4.2.1. If the real part of ¢ is greater than 1, the standard part st(tr(K(a,a,t))) of
tr(K(a,a,t)) corresponds to Riemann’s zeta function ().

Proot. The standard parts of tr(K(a,a,t)) as follows.
stu(tr(K(a,a,t))) =

HF ! VHT exp (e (1 %(M) —V(q"))dgkdgk - - - dg¥ (122)
27T€T pler g Jo4q1 9Hr—1

HF ' 1 H g -
/{/ /Zm-: HTexp(GT( 2(1—71) V(’Jf)))dqlf"'dq'ﬁT_1}dq’5 (123)

by Fubini’s theorem. Furthermore,

stysty(tr(K(a,a,t))) =

Hp—1 Hy gk _ gk
=TTl [+ [ g™ explen(q LT =00 = Vigh gk - dafya}aah) 129
=1

2mer =1 €T

by the same calculation of Theorem 4.1.2 (cf.[6],[7]) ,
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Hr—1 1 Agt Hr—1

- H(ﬁexp( ) ) = Ijo 1_

k=0 2isin(5%)

(125)

By Lebesque’s convergence theorem, (st.(st«(sty(tr(K(a,a,t))))) = I 1%9** = (), if
k

the real part of ¢ is positive .

4.2. Another representation of the zeta function

In this section, both st,,st, and sty are denoted as st for the simplification. A functional
is defined on X, and a relationship between the functional and Riemann’s zeta function
is shown later. The nonstandard extension *p : *N — *{prime number} is written as
“p([lu]) = [p(ly)], and a mapping p : *N — *(*{prime number}) is defined as f([l,]) =
*lp(ly)]. For s € C, Zs(€ A) is defined as the following :

Zs(a) == [ p(H(k + g) 4 1)(s@l)+ ), (126)
keL

Now H(k + ) + 1 is an element of *N and a(k) + H'/2 is an element of *(*N). Then

Zs(a) is calculated as exp(—s Y ey log(p(H(k + &) +1))a(k)) [Trer P(H(k + &) + 1)_SH7.
The following theorem is obtained for the Fourier transform of Z; for Definition 2.2 1:

Theorem 4.3.1.

!/

(F((Z (Hp + +1>)

kel

11 sinh((27tib(k) +slog p(H(k + &) + 1)) 127)
kel exp(—%5 (27tib(k) +slog p(H(k + ) +1)) sinh(§ (27ib(k) +slog p(H(k+ &) +1)

Proof.

!

(F((Z (Hp + 1 +1>>

keL

Y egexp( leong(k+H) +1)a(k)) exp(—2mi Y _ a(k)

aeX keL keL
= (Hﬁ(H(k+I2{)+1)> Zsoexp 2mb(k)+slogﬁ(H(k+g)Jrl))a(k))
kel aeX

H

= (H p(H(k+ g) + 1))

kel
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T sinh((27i b(k) +slog p(H(k+ 4) + 1)) &)
ket exp(—5(2mib(k) +slog p(H(k+ &) + 1)) sinh(§ (27tib(k) +slog p(H(k + &) + 1))

Riemann’s zeta function {(s) is defined by {(s) = IT;2, P;T for Re(s) > 1. Let Yz be a

subgroup of X so that each generator of (Yz) is equal to 1. Then the following theorem is
obtained :

Theorem 4.3.2. If Re(s) > 1, then st(st(¥,cy, (Zs))(a))) = (s).

Proof. st(st(Y,cy,(Zs)(a))) :St<8t<(HkEL FH(k+ H) + 1)>(—s(a(k)+z))>>

1-p(H(k+ ) +1)—H
:st(st(H P~ +5)+ : )) :st(g 1—ﬁ(H(ki%)+1)s> ={(s). (128)

Furthermore, Poisson summation formula and Theorem 4.3.2 imply the following :

Corollary 4.3.3.

(129)

)
beYy kel 1—p(H(k+5)+1)—

Hence we obtain :

st(st( ), (F(Zs)(D)))) =4(s) (130)

for Re(s) > 1.

In general, the physical theory has variables for position, time, and fields. Especially there
are many kinds of variables in quantum field theory. The function depends on such variables
mixed as f(q,t,a,b,c) where q is position, ¢ is time, a, b, ¢ are fields. When the function is
treated for such mixed variables, the Kinoshita’s infinitesimal Fourier transform and our
double infinitesimal Fourier transform are applied in the double extended number field.
The two kinds of Fourier transforms can be used for one function. In the theory, the delta
functions for variable and for fields have different infinitesimals and infinite values. The
delta function for fields has an infinitesimal much smaller and much bigger infinite number.
However they can be treat in the double extended number field. Two kinds of delta functions
are defined with another degrees. One delta function has an infinitesimal of the first degree
and the other delta function has an infinitesimal of the second degree. The infinitesimal of
the second one can not be observable with respect to the first one.
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5. Conclusion

The real and complex number fields are extended to the larger number fields where there
are many infinitesimal and infinite numbers. A lattice of infinitesimal width is included in
the extended real number field. An infinitesimal Fourier transform theory is constructed on
the infinitesimal lattice. These extended number fields are furthermore extended to much
higher generalized fields where there exist much higher infinitesimal and infinite numbers.
A double infinitesimal Fourier transform theory is developed on these double extended
number fields. The usual formulae for Fourier theory are satisfied in the theory, especially
the Poisson summation formula. The Fourier theory is based on the integral theory for
functionals corresponding to the path integral in the physics. The theory is associated to
the physical theory in the quantum field theory which is mathematically rigorous . For an
application for the double infinitesimal calculation, Riemann’s zeta function is represented
as such an integral for the propagator of an infinite dimensional harmonic oscillator.

Acknowledgement
Supported by JSPS Grant-in-Aid for Scientific Research (B) No. 25287010.

Author details
Takashi Gyoshin Nitta

Department of Mathematics, Faculty of Education, Faculty of Education, Mie University,
Japan

References

[1] Dirac PAM. The principles of quantum mechanics. Oxford Univ.Press; 1930.

[2] Feynman RP, Hibbs AR. Quantum mechanics and path integrals. McGrow-Hill Inc. All
rights; 1965.

[3] Gordon EI. Nonstandard methods in commutative harmonic analysis, Translations of
mathematical monographs 164 American mathematical society;1997.

[4] Kinoshita M. Nonstandard representation of distribution I. Osaka J. Math.1988; 25
805-824.

[5] Kinoshita M. Nonstandard representation of distribution II. Osaka J. Math. 1990; 27
843-861.

[6] Nitta T. Complexification of the propagator for the harmonic oscillator. Topics in
contemporary differential geometry, complex analysis and mathematical physics; 2007.
Pp261-268.

[7] Nitta T. A complexified path integral for a system of harmonic oscillators. Nonlinear
Anal. 2009; 71 2469-2473.

137



138 Fourier Transform - Signal Processing and Physical Sciences

[8] Nitta T, Okada T. Double infinitesimal Fourier transformation for the space of
functionals and reformulation of Feynman path integral, Lecture Note Series in
Mathematics, Osaka University 2002 7 255-298 in Japanese.

[9] Nitta T, Okada T. Infinitesimal Fourier transformation for the space of functionals.
Nihonkai Math. J. 2005; 16 1-21.

[10] Nitta T, Okada T. Poisson summation formula for the space of f functionals, Topics in
contemporary differential geometry, complex analysis and mathematical physics. ;2007.
p261-268.

[11] Nitta T, Okada T, Tzouvaras A. Classification of non-well-founded sets and an
application. Math. Log. Quart. ;2003 49 187-200.

[12] Nitta T,Péraire Y. Divergent Fourier analysis using degrees of observability. Nonlinear
Anal. 2009; 71 2462-2468.

[13] Péraire Y. Théorie relative des ensembles internes. Osaka J.Math. 1992; 29 267-297.

[14] Péraire Y. Some extensions of the principles of idealization transfer and choice in the
relative internal set theory, Arch. Math. Logic . 1995; 34 269-277.

[15] Remmert R. Theory of complex functions. Graduate Texts in Mathematics 122 Springer
Berlin-Heidelberg-New York; 1992.

[16] Saito M. Ultraproduct and non-standard analysis. Tokyo tosho; 1976 in Japanese.
[17] Satake I. The temptation to algebra. Yuseisha; 1996 in Japanese.

[18] Takeuti G. Dirac space. Proc. Japan Acad. 1962; 38 414-418.



