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1. Introduction

Technology is in constant change, new knowledge creates new technological opportunities;
and there are always possibilities for improvement [1]. This constant innovation creates a
plethora of technological alternatives from where an organization can choose and imple‐
ment. In addition to this large array of alternatives, technologies are becoming more com‐
plex and evolving faster, making selection more difficult.

Technologies can create competitive advantages if they are selected correctly, this selection
can be considered one of the most challenging decision making areas managers face [2]. The
selections must match the organization previous technologies and systems, as well as other
aspects of the organization such as human factors, culture, strategy and objectives. Organi‐
zations should be prepared for the broad spectrum of impacts when introducing new tech‐
nologies, for instance the multiple costs associated and the social implications.

To make a correct selection, managers must carefully analyze the different technological
alternatives. The objective of this assessment is to evaluate the consequences of introduc‐
ing a  technology.  If  the  assessment  is  done before  the  technology adoption and invest‐
ment,  it  reduces  the  risk  of  ineffective  investment  decisions  [3].  When  an  organization
integrates new technologies without being aware and prepared for its impact, it can lead
to serious problems.

© 2013 Muñoz Hernández et al.; licensee InTech. This is an open access article distributed under the terms of
the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.



In the context of technology management, technology assessment (TA) can be defined as “a
systematic attempt to foresee the consequences of introducing a particular technology in all
spheres it is likely to interact with” [1], which can include the inside of an organization,
project or process as well as the society. Because the technology has been not implemented
yet, or may not even exist, the consequences have not occurred at the time of the assessment.
In the technology assessment field, forecasting does not provide an assertion of the future,
but a visualization of what it might be and the opportunities it may bring.

There are three basic forecasting methods: extrapolation, expert opinion and modeling. The
extrapolation method involves obtaining historical data, fit a curve to them and extend the
values into the future. When an expert opinion method is employed, experts in certain field
try to reach a consensus on the likely future. Modeling consists in using mathematical for‐
mulas to represent the relationships that exist between variables in the real world.

One of the modeling approaches used in technology assessment is in a system dynamics.
System dynamics is a “perspective and set of conceptual tools that enable us to understand
the structure and dynamics of complex systems” [4].

In the software industry, developments are made in complex and dynamic systems involv‐
ing several interrelated elements such as people, processes, methods, products, technologies,
tools and techniques [5]. These interrelations create a feedback system where a change or
improvement in one area creates effects in others parts of the system directly or indirectly.
Additionally, system complexity might stem from its risks and uncertainties, dynamic be‐
havior or changes over time [6].

Simulation techniques like system dynamics can be used to understand these interrelations
and to analyze in advance the impacts of changes or improvements such as new technology
adoption. In this chapter we describe the use of system dynamics models and simulations to
assess technologies in the context of software engineering.

This chapter is organized as follows; in the first section we review the field of technology
assessment and explain an intermediate level assessment using system dynamics. In the
next section, the field of software process simulation modeling and a general overview of
system dynamics are presented. The subsequent sections are composed of studies applied to
technology adoption and a study regarding a reuse technology. At the end of the chapter
conclusions and future research of this study can be found.

2. Technology assessment

2.1. Background

The field of technology assessment started in the 1950s with studies that attempted to fore‐
cast technological trends to help government agencies and large corporations in their tech‐
nological investments; later, in the public decision domain of the United States, technology
assessment started to focus on studying all the effects of technologies still to come [7].
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There have been different approaches in time and in the public and private sector regarding
technology assessment. However, there is a common concern about the current and future
developments of technology and to improve the alignment between technological and soci‐
etal developments, which includes the activities of corporations.

2.2. Application from a technology manager’s perspective

The use of technologies is one of the main components that determine the success of an or‐
ganization. From the technology manager’s perspective, technology can be defined as “the
ways and means by which humans produce purposeful material artefacts and effects” [1],
this definition includes the material elements, such as hardware and means, but also the soft
elements, such as: knowledge, ways and methods.

To take the best advantage from technology, a firm needs to analyze the technological alter‐
natives and their consequences thoroughly. These consequences must considered not only
in the short term but as far as possible and contemplate its implications to the full context,
for the firm and the environment in which it operates. Technology assessment can provide
the framework to create this type of analysis to evaluate the firm’s products, processes and
supporting technologies current and future positions.

The assessment of new technologies can be considered from two perspectives: the introduc‐
tion of a new technology to improve a production process or the launch of a technology into
the market. The former can refer to a process innovation, such as the development of new
production equipment, new production processes and the introduction of new technologies
in a process. The second, known as product innovation, refers to the development of new
products for the consumer.

According to [8], technology assessment can provide managers information to:

Support decision making for: Help the firm:

R&D direction

New technology adoption

Incremental improvement in existing technologies

Level of technology friendliness

‘Make -or-buy’ decisions

Optimal expenditure of capital equipment funds

Market diversification

Corporate strategic technology planning

Perform value chain analysis

Identify market advantage

Avoid being preempted in the marketplace

Stay on the cutting edge

Define the cutting edge

Maximize the use of information

Minimize product makespan

Achieve a competitive advantage (in cost, quality, or time

to market)

Table 1. Examples of technology assessment application areas in the organization. [8]

A basic methodology for technology assessments can be outlined in the five steps described
in Figure 1:
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Figure 1. Diagram of the five basic steps in a technology assessment methodology

A crucial element in a technology assessment is the gathering of information relevant to the
issue; it involves discussions and dialogue between multiple actors in its development. The
information can reside in a variety of sources, including opinions, attitudes, fears, interests.

The possibility of using simulation to assess technologies has been emphasized in different
works, in [9], it is asserted that performing simulations in organizations can help evaluate
technology strategies; in [10], the same approach of using process simulation modeling to
evaluate issues of technology and tool adoption is used.

One of the techniques that can be used in a technology assessment is system dynamics. It
provides tools which can be used to include the multiple perspectives involved in the de‐
cision and analyze them. Using this  technique,  it  is  possible to adopt a holistic  view of
the company to understand it  as a system, considering its  products,  processes and sup‐
porting technologies and enable the development of an intermediate level assessment of a
technology [11].

2.3. Intermediate level assessment

Dynamic simulation models and maps of the anticipated domain of application of a technol‐
ogy make it possible to evaluate its impact at different levels of the organization, for exam‐
ple strategic and project levels. These simulations will assist decision makers and it can
reduce their decision risks.

An intermediate level assessment of a technology can be created using a system dynamics
model; it can capture the domain-centered orientation of low level approach but provide a
balanced assessment of impact across the whole domain of application. This assessment will
be located between a specific or low-level of a detailed analysis of the technology character‐
istics and functionalities, and a high level view provided by an economic analysis. In this
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intermediate level it is necessary to create a model based on the technology and the domain
where it will be used.

In [11],  Wolstenholme suggests a three step methodology to create this  intermediate as‐
sessment:

Figure 2. Diagram of the three step methodology to create an intermediate assessment.

Some adjustments that might be projected in the simulation are: changes in the organiza‐
tional boundary, responsibilities of activities, elimination of delay, increasing or reducing
capacities, information paths and policies, or reengineering processes.

These stages of the methodology proposed by Wolstenholme are related to the basic tech‐
nology assessment methodology described earlier in the chapter. The definitions of the tech‐
nologies, areas of application, expected benefits and difficulties, as well as the current and
future policies, can serve as input in the creation of the models. At the same time, the knowl‐
edge acquired with the model simulations feedback the technology assessment.

3. Modeling and simulation in software

3.1. Software process simulation modeling

From the perspective of software research, the area focused on simulation and modeling of
software processes and projects is Software Process Simulation Modeling (SPSM). SPSM can
be helpful in the definition of why to use simulations, what to model and simulate, which
simulation method to use, how to perform this activities and which parameters to use; it
provides recommendations when using and implementing this type of analysis in an organi‐
zation, as well as describe potential issues.
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When performing a technology assessment on software engineering technologies, SPSM
provides relevant information to execute the assessment, because it focuses purely on issues
of software development and maintenance.

Concerning the why, Kellner et al. [6] identified and grouped the purposes for using simula‐
tions into six categories: strategic management, planning, control and operational manage‐
ment, understanding, training and learning, process improvement and technology adoption.

Process improvement and technology adoption can be grouped together in the same catego‐
ry because both support decisions for improvements (such as the priorization of various
proposals) through forecasting of potential impacts; the difference is that the first explores
the improvement of processes, and the second deals with the introduction of new technolo‐
gies. These purposes can also be related to planning in the sense that they are concerned
with the future, but the main difference to planning is that the objective is not to make a
plan but to analyze an improvement effort.

Within the field of software process simulations there are various approaches to simulate
software processes and projects. In [12], ten simulation paradigms were identified; however,
system dynamics is the most widely used technique in SPSM.

Using system dynamics modeling and simulations, it is possible to [9]:

• Research about a great variety of aspects of a software process at a macro or micro levels.

• Evaluate different alternatives and make the selection based on their implications.

• Compare life cycle processes, defect detection techniques, testing strategies and different
methodologies and tools.

• Represent systems and processes as they are currently implemented, or as-is, but also as
planned or expected in the future, or to-be.

Two of the cornerstones of SPSM with system dynamics are the works of [9] and [13]. The
difference between these two works is where each establishes the boundary of their view; [9]
integrates processes outside the project boundary, [13] does not. The work in [9], as most of
the work in the area, considers a process perspective. A software process can be defined as
“a set of activities, methods, practices and transformations that people use to develop and
maintain software and the associated products (e.g., project plans, design documents, code,
test cases, and user manuals)” [14].

In order to determine what will be simulated, it is necessary to have the basic purpose for
the simulation model. A simulation model is a computerized model used to represent a dy‐
namic system. When a simulation model is being developed, it is necessary to identify the
main elements of the process under study, interrelations and behaviors to abstract the proc‐
ess. Along with the specific issues to be analyzed, the scope of the model, the input parame‐
ters and the resulting variables and an abstraction of the process will also have to be
defined. A diagram of these interrelations between the aforementioned elements can be seen
in Figure 3.
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Figure 3. Diagram showing the interrelationships between model elements [15].

Usually, the scope of the simulation is among the following: a portion of the life cycle, a de‐
velopment project, multiple concurrent projects, long term product evolution and long term
organization. It is necessary to define the timespan, which can be under twelve months, be‐
tween 12 and 24 months and over 24 months, and organizational breadth, which can be less
than a product/project team, one product/project team or multiple product/project teams.

The input parameters as well as their measure units are determined by the desired result
variables and the identified process abstractions. These variables can be viewed to remain
constant for the duration of the simulation, or they may vary over time. The variables in the
model may be independent or have interdependencies, which can also be represented in the
model. The result variables, as indicated by their name, are the variables we want to obtain
from the simulation.

A series of parameters have been identified from the literature. Table 2 lists the typical ele‐
ments included in process abstraction, input parameters and result variables.

3.2. Difficulties of using simulation models in software engineering

Although there are numerous benefits of using simulation models in software engineering,
there are also difficulties. These difficulties are not specific to assessments in technology
adoption, they can occur in all applications.

Multiple articles mention that a great amount and detail of data from the technology devel‐
opment processes is needed to implement a SPSM. For technology adoption, this is of partic‐
ular importance because improvements are analyzed through changes in the initial
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parameters. In [10], it is considered that to be able to make a software adoption assessment,
a CMMi maturity level 5 is needed.

Other difficulty derives from the specialized knowledge required to use the simulation ap‐
proaches. For example, it is necessary to understand the simulation approach and the simu‐
lation software package. A firm will have to invest time and resources to instruct people
inside the company or integrate the experience from the outside.

Process abstraction Input parameters Result variables

key activities and tasks;

primary objects;

vital resources;

activity dependencies, flows of

objects among activities and

sequencing;

iteration loops, feedback loops and

decision points;

other structural interdependencies.

amount of incoming work;

effort for design as a function of size;

defect detection efficiency during

testing and inspections;

effort to code rework as a function of

size and number of defects identified

for correction;

defect removal and injection rates

during code rework;

decision point outcomes; number of

rework cycles;

hiring rate staff; staff turnover rate;

personnel capability and motivation,

over time;

amount and effect of training provided;

resource constraints;

frequency of product version releases

effort/cost;

cycle time;

defect level;

staffing requirements over time;

staff utilization rate;

cost/benefit, return of investment or

other economic measures;

productivity;

queue lengths.

Table 2. Examples of typical elements included in process abstraction, input parameters and result variables. [6]

4. System dynamics

4.1. Background

The field of system dynamics was first developed by Jay Forrester in 1950. It is grounded in
the theory of nonlinear dynamics and feedback control developed in mathematics, physics,
and engineering. Under this approach, a model is constructed using a defined nomenclature
and principles; after that, the model is simulated using a software program.

System dynamics provides a methodology that allows integrating multiple perspectives
when analyzing complex and dynamic systems [16]. To create, understand and use of sys‐
tem dynamics models and simulations, it is necessary to be familiar with the principles
upon which the models are constructed. System dynamics utilizes a continuous approach
with feedback mechanisms.
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From the system perspective, a system can be classified depending on its perspective of
change over time and its past actions’ effects.

If the variables that describe the system change over time the system it’s consider dynamic,
otherwise it is static. The dynamic behavior is part of the complexities found in real life sys‐
tems. Depending on how the variables change over time, a dynamic system it can be divid‐
ed in continuous, discrete or combined. If the system variables change over time without
breaks or irregularities, it is continuous, compared with discrete where change is presented
instantaneously at separated points in time. In a continuous system, the events are not indi‐
vidually tracked, instead they are considered as an aggregate that can be described using
differential equations. Under this approach, time changes at a constant rate.

Another principle in System Dynamics is the closed or feedback system approach. In a
closed system, the future behavior of the system is influenced by its past actions, compared
to an open perspective where the outputs are not influenced by the inputs. These feedback
loops are what generate and control all that changes thru time [9, 17].

System dynamics does not predict the future per se; the accumulations in the system and its
structure are what produce the system behavior [17].

4.2. System dynamics models and diagrams

To use system dynamics, a model representing the problem must be developed. A model is
an abstraction of a real system [6]. In a model, it is not necessary to include all the system’s
elements but only those elements relevant to the problem under analysis.

The models can be used to experiments different scenarios by changing information, param‐
eters and structure. It is possible to test ‘what if’ or ‘tradeoff’ experiment without affecting
the real system because of its cost or because it is impossible to do so without altering it.
These experiments allow determining how real and proposed systems perform in time [9].

In system dynamics there are different models and diagrams to describe the boundary of a
model and its structure. These models and diagrams are:

• Model boundary chart - Used to list the key variables that are considered endogenous for
the model (and are therefore included) and which are considered exogenous (therefore
being excluded).

• Subsystem diagram - They present the major subsystems and their coupling, the boun‐
dary of the model and the level of aggregation by presenting the different organizations
or agents.

• Causal loop diagram (or “causal diagram”) - It is used to diagram the feedback structure
of a system. It is composed by causal links among variables with arrows to describe cause
and effect. One of its limitations is that it lacks the representation of the stock and flow
structure necessary to keep track of system accumulations.

• Stock and flow maps - Are used to describe underlying physical structure of a system.
Stocks keep track of the accumulations in terms of material, money and information.
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Flows are the rates of increase of decrease in stocks. The stocks are an important part of
system dynamics because they characterize the state of the system. This diagram is espe‐
cially important because it is the one which is simulated by the simulation software pack‐
age.

Stock and flow maps are created using the following representation:

Figure 4. Basic system dynamics stock and flow map

In Table 3, each of the basic elements represented in stock and flow map are described:

Stock (also labeled as levels or accumulations)

Known as stock, state variable or level, it’s an accumulation over time. It keeps track of the

accumulations of material, energy or information in the model. Stocks can only be increase

or decrease by rates.

Rates (also known as flows)

These are the actions that take place in a system, controlling the flow of material, energy or

information that enters and exits through the stocks.

Source or Sink (Stocks outside model boundary)

Indicate that there is an external infinite source of resources where the process modeled

absolves from. The accumulation of those resources is outside of the boundary of the

model.

Information links or connections

Provide data from auxiliaries or levels to rates or other auxiliaries.

Table 3. Basic elements represented in stock and flow map

Similarly to technology assessment, system dynamics uses several sources of information,
such as: numerical data, written description and observations from mental models.

System dynamics models can be simulated using one of the different simulation software
packages such as STELLA® [18], iThink® [19] and Vensim® [20].
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Figure 5. Screenshot from Vensim® simulation software.

5. System dynamics in the assessment of technology

There are previous examples where system dynamics has been applied in studies to evalu‐

ate the effects of technology adoption in software processes:

Fourth

Generation

Languages

In [21] we can find a study researching the dynamic effects of reuse and fourth generation

languages in a rapid application development using a system dynamics model.

The model consists of four stages: requirements, design, coding and approval phases.

Different relationships between efforts are believed to exist within different programming

languages. The learning curve is also deemed to vary across languages as do error rates. In the

model, the reuse reduces the development effort. The study considers that models can help a

project manager plan a strategy by revealing the effects of using various types of programming

and their reuse levels in relation to the effort.
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Commercial-of-

the-Shelf

components

In [22], a study analyzes the interrelation between glue code development and Commercial-of-the-

Shelf components (COTS) integration.

In a component based development, development of new code is needed to integrate

components into the system; this is called glue code, glueware or binding code. This code is often

specific to the project, and it could bring technical risks. It is difficult to decide when a software

development team should start the development of glue code and integrate it into the system.

One of the benefits of using the model in [22] is that it can aid in the decision of when to begin the

development of glue code and integration.

The model is formed by four main sections: the COTS glue code development, the COTS

component factor, human resources and application development / integration.

As a general rule, they found that glue code should be developed at the end of the development

of the application, and the integration should occur at the beginning of the glue code

development.

In [23], the implications of specific features of a COTS-based software development process are

analyzed.

Table 4. System dynamics applied to technology adoption in software development

Examples of simulation models applied to assess technologies, outside software develop‐
ment, include:

Defense

organization

Wolstenholme, 2003: [11]

The assessments of two management information systems in the defense industry are

documented.

Pharmaceutical Wolstenholme, 2003: [11]

A case of a new anesthetic drug in a hospital is described.

Automotive Yearn Min Kim, 2007: [24]

Presents a forecast of the demand for in car navigation in the automotive industry; the

forecast considers elements such as potential adopters, vehicle demand, navigation price,

speed camera and speed fine.

Table 5. System dynamics applied to technology adoption in other fields

6. Case study

In this section, a system dynamics simulation model created to assess a reuse technology is
described.
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6.1. Application frameworks

Application frameworks is an object-oriented reuse technique [25] generally targeted to a
particular application domain [16]. A framework is a “semi-complete application that can be
specialized to produce custom applications” [26].

At early stages of the object-oriented field, an object was considered an appropriate abstrac‐
tion level to achieve reusability, but objects were a very specialized for a particular applica‐
tion. Later, the concept of application framework appeared, these frameworks are more
adequate to a achieve reusability in an object-oriented development [27].

Frameworks are a subsystem design composed by a collection of abstract and concrete
classes with an interface between them. A framework is not a complete application by itself;
it needs to be extended to create a subsystem or more specific application by instantiating
specific plug-ins [27], it can be compared to a tool box [28].

Their objective is the reuse of larger-grain components and high-level designs which differ
to other reuse models such as libraries [29], design patterns and components [30].

6.1.1. Framework benefits

The benefits  of  a framework-based development are:  savings in time to market [24,  28],
effort and costs,  along with improvements in productivity and quality enhancement [28,
30].  These  improvements  are  achieved  as  an  obvious  consequence  of  reusing  code  [24,
28],  but  also  because  reusing  the  designs  that  are  part  of  the  framework  creates  uni‐
formity  in  the  application  [25].  Reuse  of  components  can  provide  improvements  in  de‐
veloper  productivity  and  improve  software  quality,  performance,  reliability  and
interoperability [31].

According to [28], a framework “should allow you to develop the application quickly and
easily and should result in a superior finished application”.

6.1.2. Framework difficulties

Application  frameworks  also  have  negative  sides.  According  to  [27],  application  frame‐
works  are  a  good  approach  for  taking  advantage  of  reuse  but  they  have  a  high  cost
when they are introduced in software development processes and projects. Additionally,
they create a  dependency on the developed applications [25],  which can affect  the soft‐
ware maintenance.

An application framework is itself a complex software, and in order to use it, it’s first neces‐
sary to understand it, which consumes software engineers’ time, the learning curve can even
take months [27]. This learning curve can be a decisive factor in making a framework tech‐
nology profitable [28]. It is important to estimate if implementing the technology in a project
or organization would be a viable alternative.
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6.2. Problem statement

Application framework technologies provide benefits but add difficulties to development
projects. The main benefits described in literature arise from reuse, while the main difficulty
is the learning curve; in this chapter we explore the effects of the latter. As mentioned be‐
fore, framework learning can be a decisive factor in making this technology profitable in or‐
ganizations and projects.

6.3. Application area

The presented model can be used to analyze the adoption of an application framework tech‐
nology in software development projects.

6.4. Model overview

Given that an application framework allows the reuse of code and patterns via code, and
main benefits and difficulties of the framework technology occur during the software cod‐
ing phase, it was defined that this phase was the domain of the technology. The model is
focused on the use of the technology, not on its creation. Elements from other models descri‐
bed in system dynamics literature and main elements in framework-based software devel‐
opment were included.

The model is composed of four interrelated subsections: software development, human re‐
sources, projects and framework learning.

The human resource section, presented in Figure 6, was modeled using a subsection from
the model in [13]. This section allows simulating different scenarios for active developers in
a project. Two categories of developers are considered: beginners and experts. The first cate‐
gory takes a predefined period of time to turn into expert. Both categories have a potential
productive capacity.

There are two main issues affecting potential productive capacity. The first is that the expert
programmers will be asked by beginners to help resolve questions and problems, absorbing
productive capacity. Furthermore, a loss in productivity is considered due to communica‐
tion between team members. The more team members, the more time is consumed in com‐
munication exchanges.

Given that in the literature it is exposed that becoming proficient at a framework technology
can take up to several projects, the model includes a section called Projects. This section al‐
lows simulating the development of more than one consecutive projects. A new project will
begin as soon as the previous one is completed, until the set number of projects has been
completed. This section is presented in Figure 7.

Because the model is presented by segments, the relationship between the “In progress” rate
from the project section and the “Project artifacts” rate from the Software development sec‐
tion was omitted.
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Figure 6. Human resource subsection

Figure 7. Projects section

The software development section, shown in Figure 8, derives from different models where
software development is simulated. In the model, the term artifact is used to not limit the
measure unit to be simulated, for example: function points, object oriented function points,
code lines, etc. Similar to the model in [13], a productivity multiplier is included as a result
of learning from the project. The incidence of defects that will have to be rebuilt and might
affect the conclusion of the project is also taken into account.

The framework learning subsection represents the learning of the technology. As mentioned
before, framework learning is a decisive factor to consider when introducing this technolo‐
gy. For this reason, this subsection will be described in detail.

The learning curve is an element which frequently appears to be a difficulty in the imple‐
mentation of new technologies in software development projects. The role played by this el‐
ement is fundamental. Among other consequences, it can affect programmer productivity
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and increase difficulty in maintenance. Since the learning curve varies over time in a project,
it can be analyzed in detail using simulations in the assessment of a technology.

Figure 8. Software development section

The model considers that the programmer can learn about the framework while developing
artifacts in a project. This knowledge is lost if the programmer quits the project. The knowl‐
edge left over after a programmer leaves depends on the amount of programmers working
in the project. If the sole programmer in a project leaves, all knowledge is lost. If only one
programmer in a bigger team leaves, one part of the knowledge is lost, while other parts
have been transferred and distributed to other team members.

In the model, it is also considered that programmers begin with no framework knowledge.
Nonetheless, this section enables to run simulations where developers start with varying
knowledge levels due to education or training. The framework learning subsection descri‐
bed before is presented in Figure 9.

Figure 9. Framework learning subsection

Engineering Management134



The framework learning subsection is composed by four main elements:

Framework

knowledge

In the model, the programmer gains framework knowledge by developing artifacts. Framework

knowledge is the accumulation of artifacts developed by the programmers. It is the sum of all the

framework knowledge of the developers.

Framework

knowledge per

developer

This variable is used to calculate the average knowledge per developer.

Framework

complexity

The framework complexity variable is used to indicate how many artifacts a programmer must

develop to reach the maximum expected benefits in productivity as a result of the framework

usage.

Multiplier due to

Framework

Learning

This variable is the application framework learning curve. This learning curve generates an

improvement or decline in developer productivity as a result of framework knowledge. The

position in the learning curve is calculated based on framework complexity and the number of

artifacts built with the framework per developer.

Table 6. Main elements framework learning subsection

6.5. Simulation model calibration and results

This  section  presents  the  main  data  used  to  configure  the  model  and  the  results  ob‐
tained  from  the  simulations.  The  software  package  Vensim®  was  selected  to  generate
the simulations.

The research data in [29] was used as a base to configure the model simulations. In [29], the
authors made an exploratory case study where one subject developed five applications us‐
ing a framework and four applications without one. These nine applications were developed
in a research and development company in a six month period using a proprietary frame‐
work. The findings show that the productivity and quality is increased in both stances, how‐
ever, using a framework to develop applications increased productivity more significantly.

In the present study, the model will use the following configuration settings:

• The simulated artifacts will be based on Object Oriented Function Points (OOFP).

• The simulation will comprise five projects

• The initial number of expert programmers is set to one and the amount of beginner pro‐
grammers is cero.

• The average project size will be 1370 OOFP. After a decrease of 80% due to framework
reuse, the average project size will be 274 OOFP.

• Nominal potential productivity of expert programmers will be established at 1 OOFP/
Hour.

• A 10% defect percentage will be considered.
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• To reach the plateau of the learning curve, the subject must develop 1370 OOFP using the
framework.

The data presented above remained unchanged in the presented simulations with the pur‐
pose of identifying the impacts or effects of an isolated element, the learning curve. In this
study the impacts of two different application framework learning curves are explored. In
scenario 1, the curve is generated from the data in [29]. In the cited study, productivity was
not found to decrease in the technology learning period; instead, during the five projects,
productivity was shown to increase. As a result, productivity in scenario 1 is not lowered by
the learning and use of the framework.

A similar curve is used in scenario 2, but productivity is lower until 20% of framework
knowledge is achieved. Once the 20% knowledge has been reached, the negative effect in
productivity is overcome, but productivity is still lower than in scenario 1 until framework
knowledge reaches 42%. From this point forward, both curves are equal. Figure 10 exhibits
the two learning curves (Scenario 1 and Scenario 2) used in the model. The curves are repre‐
sented based on their effect in programmer productivity.

Figure 10. Learning curves used in the model.

Two simulations, one for each scenario described before, were executed. The results of the
simulations are presented in Figure 11 and Table 7. Figure 11 was generated using the Ven‐
sim® report functionalities.

In Figure 11, the amount of OOFP developed in time is presented. Each of the peaks in the
blue line (Scenario 1) or the red line (Scenario 2) corresponds to the conclusion of each simu‐
lated project. The x-axis represents time measured in hours; as it increases, the amount of
developed artifacts in each project is increased in the y-axis. Once all artifacts, in this case
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OOFP, in a project have been developed, the amount of developed artifacts is reset to cero to
begin a new project.

Figure 11. Results of the simulation – Developed artifacts

Table 7 lists the hour in which each of the five projects was concluded in sequence by sce‐
nario. In scenario 1, the five simulated projects end after 410 hours, while in scenario 2 they
end after 648 hours, a difference of 238 hours. The data show a 58% percent increase in sce‐
nario 2 compared to scenario 1. In other words, projects in scenario 2 would end 58% later
than in scenario 1.

Time of conclusion

Project number Scenario 1 Scenario 2

1 168 hours 373 hours

2 253 hours 490 hours

3 316 hours 554 hours

4 369 hours 607 hours

5 410 hours 648 hours

Table 7. Time of conclusion for each simulated project

Results show that the learning curve has an important effect in development time because of
its relationship to productivity. Considering that learning is achieved through project devel‐
opment, this impact in productivity can consequently inhibit framework learning.
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7. Conclusions

7.1. General conclusions

The accelerated rhythm of technology advancements pressures managers and organizations
to evaluate what is the best alternative for their particular needs. Deciding which technolo‐
gies to implement in software projects and processes is a challenging task, but of paramount
importance.

The area of technology assessment provides decision makers with guidelines to achieve this
task; it relies on different techniques to analyze the impact of these technologies and the as‐
pects involved. Simulation modeling techniques, such as system dynamics, make it possible
to analyze the impact of adopting a technology before its implementation.

System dynamics has been applied in the assessment of new technology adoption in the
field of software development. It offers the unique advantage of being able to include a vari‐
ety of perspectives and information sources, including qualitative and quantitative data.
This technique also allows isolating particular elements for the purpose of impact analysis,
as in the case study presented. This is significantly beneficial in the study of complex system
with multiple interrelated elements and can provide meaningful insights.

The area of  model  simulation in  software has  a  broad range of  applications,  from sup‐
port  of  strategic  decisions  to  project  planning  and  also,  as  described  in  this  chapter,
technology adoption.

7.2. Case conclusions

A model to evaluate the use of frameworks in software development projects was presented
in the chapter. The learning curve is an important aspect to consider in the development and
use of frameworks because it can make it unviable to use a technology in a project or organi‐
zation. For this reason, this element was selected to be isolated and studied using system dy‐
namic simulations.

Two scenarios with different learning curves were simulated to analyze the effect of frame‐
work learning. The changes in the learning curve had a significant effect in the time of con‐
clusion of a series of sequential projects. We consider that the results of the simulations
presented concur with the literature, which is a positive finding, given that the model aims
to represent as best as possible the reality of using framework technologies in projects.

8. Future research

Various research opportunities can be developed from this study; the structure of the model
presented for application frameworks will continue to be researched, experimenting with
different configurations and initial parameters. The importance of the learning curve for this
technology will be analyzed, through the use of more model simulations. As for the relation
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between technology assessment and software process simulation models, it is possible to
make a systematic literature review from the perspective of technology adoption.
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