# We are IntechOpen, the world's leading publisher of Open Access books <br> Built by scientists, for scientists 

## 6,900

Open access books available

## 185,000

International authors and editors

Our authors are among the
TOP 1\%
most cited scientists


Downloads


Contributors from top 500 universities

# Interested in publishing with us? Contact book.department@intechopen.com 

Numbers displayed above are based on latest data collected.<br>For more information visit www.intechopen.com



# On the Analysis and Kinematic Design of a Novel 2-DOF Translational Parallel Robot 

Jinsong Wang, Xin-Jun Liu and Chao Wu

## 1. Introduction

The conceptual design of parallel robots can be dated back to the time when Gough established the basic principles of a device with a closed-loop kinematic structure (Gough 1956), that can generate specified position and orientation of a moving platform so as to test tire wear and tear. Based on this principle, Stewart designed a platform for use as an aircraft simulator in 1965 (Stewart 1965). In 1978, Hunt (1978) made a systematic study of robots with parallel kinematics, in which the planar 3-RPS (R-revolute joint, P-prismatic joint, and S-spherical joint) parallel robot is a typical one. Since then, parallel robots have been studied extensively by numerous researchers.
The most studied parallel robots are with 6 DOFs. These parallel robots possess the advantages of high stiffness, low inertia, and large payload capacity. However, they suffer the problems of relatively small useful workspace and design difficulties (Merlet 2000). Furthermore, their direct kinematics possess a very difficult problem; however the same problem of parallel robots with 2 and 3 DOFs can be described in a closed form (Liu 2001). As is well known, there are three kinds of singularities in parallel robots (Gosselin and Angeles 1990). Moreover, not all singularities of a 6-DOF parallel robot can be found easily. But for a parallel robot with 2 and 3 DOFs, the singularities can always be identified readily. For such reasons, parallel robots with less than 6 DOFs, especially 2 and 3 DOFs, have increasingly attracted more and more researchers' attention with respect to industrial applications (Tsai \& Stamper 1996; Ceccarelli 1997; Tonshoff et al 1999; Siciliano 1999; Liu et al. 2001; Liu et al. 2005; Liu \& Kim 2003). In these designs, parallel robots with three translational DOFs have been playing important roles in the industrial applications (Tsai \& Stamper 1996; Clavel 1988; Hervé 1992; Kim \& Tsai 2002; Zhao \& Huang 2000; Carricato \& Parenti-Castelli 2001; Kong \& Gosselin 2002; Liu et al. 2003), espedially, the DELTA robot (Clavel 1988), which is evident from the fact that the $\underset{4}{4}$ design of the DELTA robot is covered by a family of 36 patents (Bonev 2001). $\stackrel{\llcorner }{\infty}$ Tsai's robot (Tsai \& Stamper 1996), in which each of the three legs consists of a O parallelogram, is the first design to solve the problem of UU chain. A 3-
translational-DOF parallel robot, Star, was designed by Hervé based on group theory (Hervé 1992). Such parallel robots have wide applications in the industrial world, e.g., pick-and-place application, parallel kinematic machines, and medical devices.
The most famous planar 2-DOF parallel robots (Asada \& Kanade 1983; McCloy 1990; Gao et al. 1998) are the well-known five-bar mechanism with prismatic actuators or revolute actuators. In the case of the robot with revolute actuators, the mechanism consists of five revolute pairs and the two joints fixed to the base are actuated. In the case of the robot with prismatic actuators, the mechanism consists of three revolute pairs and two prismatic joints, in which the prismatic joints are usually actuated. The output of the robot is the translational motion of a point on the end-effector, i.e., the orientation of the endeffector is also changed correspondingly. Accordingly, some versions of the 2DOF translational parallel robot (TPR) have been disclosed. One of them has been applied in precise pick \& place operations at high speed in IWF at Technical University of Braunschweig. In 2001, another 2-DOF TPR has been proposed for the conceptual design of a 5 -axis machine tool (Liu 2001). The structure, kinematics and dynamics of the TPR were discussed in details (Liu et al., 2002; Liu et al., 2005). Recently, a 2-DOF TPR with revolute actuators was introduced (see Table 1 in (Liu \& Wang, 2003); Huang et al., 2004). The TPR presented in (Liu 2001; Liu et al., 2005) has been used in the design of a planer machine tool with a gantry structure instead of a traditional one with serial chains to improve its stiffness and inertia characteristics. However, all of these TPRs consist of at least of one parallelogram. Here, a novel 2-DOF TPR with only revolute and prismatic joints will be proposed. The robot can position an objective with constant orientation with high speed.
As it is one of the most important and challenging issues in the parallel robot, optimal kinematic design has drawn more and more researchers' attention (Gosselin \& Angeles, 1989; Chablat \& Wenger, 2003; Stock \& Miller, 2004; Ottaviano \& Ceccarelli, 2002; Cervantes-Sánchez et al., 2001). The objective of optimal kinematic design is determining the dimension or link length of a robot with respect to desired performance(s). Due to the parameter infinity and the instability of performance in a whole workspace, optimal kinematic design is one of the most challenging problems in the field of parallel robot. The commonly used methods are first to develop an objective function and then to reach the result using the numerical method with an algorithm. These methodologies have the disadvantages in common, i.e., the objective function is difficult to be established; the numerical procedure may lead to a solution that is quite far away from the optimal solution; the process is iterative and time consuming; and, most fatally, only one optimal solution can be provided. To overcome the disadvantages, in this chapter, a new optimal design methodology will be proposed for the parallel robot. Using a normalization method, the dimensional characteristic parameters of the robot will be normalized. The nor-
malization can guarantee that a dimensional robot and its corresponding normalized robot are similar not only in size but also in performance. The dimensional robot is defined as similarity robot (SR), and the normalized robot is referred to as basic similarity robot (BSR). A design space which embodies all kinds of BSRs will be established. The space can be used not only in analysis but also in the optimal design of the parallel robot. Within the design space, the performance atlas that illustrates the relationship between a performance index and the BSRs can be plotted. The optimal kinematic design can be implemented with respect to the performance atlases. Design examples will be finally given in the chapter. Compared with the traditional design methods, the proposed optimal design methodology has some advantages as follows: (a) one performance index corresponds to one atlas; (b) for such a reason in (a), the fact that some performance indices are antagonistic is no longer a problem in the design; (c) the optimal design process can consider multi-objective functions or multi-indices, and also guarantees the optimal result; and finally, (d) the design method provides a set of possible solutions, and ideally, all the design solutions.

## 2. Description of the 2-DOF TPR and its Topological Architectures

### 2.1 Architecture description

The novel 2-DOF translational parallel robot proposed here is shown in Fig. 1(a). A schematic of the robot is shown in Fig. 1(b). The end-effector of the robot is connected to the base by two kinematic legs 1 and 2 . Leg 1 consists of three revolute joints and leg 2 two revolute joints and one cylinder joint, or three revolute joints and one prismatic joint. In each leg, the revolute joints are parallel to each other. The axes of the revolute joints in leg 1 are normal to those of the joints in leg 2 . The two joints attached to the end-effector are put in the adjacent sides of a square. The kinematic chain of the robot is denoted as RRR-RRC (C-cylinder joint) or RRR-RRRP.

### 2.2 Capability

Here, a Plücker coordinate like $\$_{j}=(\bar{x}, \bar{y}, \bar{z} ; \hat{x}, \hat{y}, \bar{z})$ is used to describe the capability of an object $j$. In $\$_{j}, T r_{j}=(\bar{x}, \bar{y}, \bar{z})$ and $R o_{j}=(\bar{x}, \hat{y}, \bar{z})$ express the translation and rotation of the object, respectively. If an element in $\$$ is equal to 0 , there is no such a translation or rotation. If it is equal to 1 , there is the capability. For example, $\bar{x}=0$ means that the object has no the translation along the $x$-axis; $\hat{y}=1$ indicates that the object can rotate about the $y$-axis.

Observing only the leg 1 , the Plücker coordinate of the end-effector in the leg can be written as $\$_{1}=(1,1,0 ; 0,0,1)$. Letting the leg 1 alone, the Plücker coordinate of the end-effector with the leg 2 can be expressed as $\$_{2}=(1,1,1 ; 1,0,0)$. Then, the intersection of the two Plücker coordinates $\$_{1}$ and $\$_{2}$ is $\$$, i.e.,
$\$=\$_{1} \cap \$_{1}=(1,1,0 ; 0,0,1) \cap(1,1,1 ; 1,0,0)=(1,1,0 ; 0,0,0)$
which describes the capability of the robot, i.e., the translations of the endeffector along the $x$ and $y$ axes. That means the end-effector has two purely translational degrees of freedom with respect to the base.


Figure 1. The 2-DOF translational parallel robot: (a) the CAD model; (b) the schematic

### 2.3 Topological architectures

Observing the robot shown in Fig. 1, it is not difficult to reach such a conclusion that if the axes of the joints in the leg 1 are normal to those of the joints in the leg 2 the robot will have two translational DOFs. Based on this idea, some topological architectures are shown in Fig. 2. It is noteworthy that the leg 2 shown in Fig. 1 and Fig. 2 can be also the kinematic chain RRR(Pa) shown in Fig. 3, where Pa means planar parallelogram.

## 3. Kinematics Analysis

Although the robot has some topologies, this chapter consideres only the architecture shown in Fig. 1. In this section, the inverse and forward kinematics of the robot will be given.

### 3.1 Inverse kinematics

As illustrated in Fig. 1(b), a reference frame $\mathfrak{R}: O-x y$ is fixed to the base at the joint point $\mathrm{A}_{1}$ and a moving reference frame $\mathfrak{R}^{\prime}: O^{\prime}-x^{\prime} y^{\prime}$ is attached to the endeffector, where $O^{\prime}$ is the reference point on the end-effector. Vectors $\boldsymbol{p}_{i \Re}$ $(i=1,2)$ will be defined as the position vectors of points $P_{i}$ in frames $\Re$, and vectors $\boldsymbol{b}_{i \mathfrak{}}(i=1,2)$ as the position vectors of points $B_{i}$ in frame $\mathfrak{R}$. The geometric parameters of the robot are $A_{1} B_{1}=R_{1}\left(r_{1}\right), B_{1} P_{1}=R_{2}\left(r_{2}\right), P P_{i}=R_{3}\left(r_{3}\right)$, $A_{2} B_{2}=L_{1}\left(l_{1}\right), B_{2} P_{2}=L_{2}\left(l_{2}\right)$, and the distance between the point $\mathrm{A}_{1}$ and the guideway is $L_{3}\left(l_{3}\right)$, where $R_{n}$ and $L_{n}(n=1,2,3)$ are dimensional parameters, and $r_{n}$ and $l_{n}$ non-dimensional parameters. The position of point $O^{\prime}$ in the fixed frame $\mathfrak{R}$ is denoted as vector
$\boldsymbol{c}_{\mathfrak{R}}=(x, y)^{\mathrm{T}}$

(a)


Figure 2. Some topological architectures: (a) RRR-RRRP chain (arrangement is different from that shown in Fig. 1); (b) RPR-RRRP chain; (c) PRR-RRRP chain.

The vectors of $\boldsymbol{b}_{1 \Re}$ in the fixed frame $\mathfrak{R}$ can be written as
$\boldsymbol{b}_{1 \Re}=\left(\begin{array}{ll}R_{1} \cos \theta & R_{1} \sin \theta\end{array}\right)^{\mathrm{T}}$
where $\theta$ is the actuated input for the leg 1 . Vector $p_{1 \Re}$ in the fixed frame $\Re$ can be written as

$$
\boldsymbol{p}_{1 \Re}=\left(\begin{array}{ll}
-R_{3} & 0
\end{array}\right)^{\mathrm{T}}+\boldsymbol{c}_{\Re}=\left(\begin{array}{ll}
x-R_{3} & y \tag{4}
\end{array}\right)^{\mathrm{T}}
$$



Figure 3. One topological architecture of the leg 2
The inverse kinematics problem of the leg 1 can be solved by writing following constraint equation
$\left\|\boldsymbol{p}_{1 \Re}-\boldsymbol{b}_{1 \Re}\right\|=R_{2}$
that is
$\left(x-R_{3}-R_{1} \cos \theta\right)^{2}+\left(y-R_{1} \sin \theta\right)^{2}=R_{2}^{2}$
Then, there is
$\theta=2 \tan ^{-1}(m)$
where
$m=\frac{-b+\sigma \sqrt{b^{2}-4 a c}}{2 a}$
$\sigma=1$ or -1
$a=\left(x-R_{3}\right)^{2}+y^{2}+R_{1}^{2}-R_{2}^{2}+2\left(x-R_{3}\right) R_{1}$
$b=-4 y R_{1}$
$c=\left(x-R_{3}\right)^{2}+y^{2}+R_{1}^{2}-R_{2}^{2}-2\left(x-R_{3}\right) R_{1}$

For the leg 2, it is obvious that
$s=x$
in which $s$ is the input of the leg 2 . From Eqs. (8) and (9), we can see that there are two solutions for the inverse kinematics of the robot. Hence, for a given robot and for prescribed values of the position of the end-effector, the required actuated inputs can be directly computed from Eqs. (7) and (9). To obtain the configuration as shown in Fig.1, parameter $\sigma$ in Eq. (8) should be 1. This configuration is called the " + " working mode. When $\sigma=-1$, the corresponding configuration is referred to as the "-" working mode.

### 3.2 Forward kinematics

The forward kinematic problem is to obtain the output with respect to a set of given inputs. From Eqs. (6) and (9),one obtains
$y=e+\sigma \sqrt{f}$
and
$x=s$
where, $e=R_{1} \sin \theta$ and $f=R_{2}^{2}-\left(s-R_{3}-R_{1} \cos \theta\right)^{2}$. Therefore, there are also two forward kinematic solutions for the robot. The parameter $\sigma=-1$ corre-
sponds to the configuration shown in Fig. 1, which is denoted as the downconfiguration. When $\sigma=1$, the configuration is referred to as the upconfiguration. These two kinds of configurations correspond to two kinds of assembly modes of the robot.
Figure 4 illustrates two kinds of working modes of the robot. The two kinds of assembly modes are shown in Fig. 5. In this chapter, the robot with both the " + " working mode and down-configuration will be considered only.


Figure 4. Two kinds of working modes: (a) " + " working mode; (b) "-" working mode


Figure 5. Two kinds of assembly modes: (a) down-configuration; (b) up-configuration

## 4. Singularity Analysis

### 4.1 Jocabian matrix

Equations (6) and (9) can be differentiated with respect to time to obtain the velocity equations. This leads to
$\dot{s}=\dot{x}$
$R_{1}\left[y \cos \theta-\left(x-R_{3}\right) \sin \theta\right] \dot{\theta}=\left(x-R_{3}-R_{1} \cos \theta\right) \dot{x}+\left(y-R_{1} \sin \theta\right) \dot{y}$
which can be written in an equation of the form

$$
\begin{equation*}
A \dot{q}=B \dot{p} \tag{15}
\end{equation*}
$$

where $\dot{\boldsymbol{q}}=\left(\begin{array}{ll}\dot{s} & \dot{\theta}\end{array}\right)^{\mathrm{T}}$ and $\dot{\boldsymbol{p}}=\left(\begin{array}{ll}\dot{x} & \dot{y}\end{array}\right)^{\mathrm{T}}$ are the joint and Cartesian space velocity vectors, respectively, and $A$ and $B$ are, respectively, the $2 \times 2$ matrices and can be expressed as

$$
A=\left[\begin{array}{cc}
1 & 0  \tag{16}\\
0 & R_{1} y \cos \theta-R_{1}\left(x-R_{3}\right) \sin \theta
\end{array}\right], \text { and } \boldsymbol{B}=\left[\begin{array}{cc}
1 & 0 \\
x-R_{3}-R_{1} \cos \theta & y-R_{1} \sin \theta
\end{array}\right]
$$

If matrix $A$ is nonsingular, the Jacobian matrix of the robot can be obtained as
$\boldsymbol{J}=\boldsymbol{A}^{-1} \boldsymbol{B}=\left[\begin{array}{cc}1 & 0 \\ \frac{x-R_{3}-R_{1} \cos \theta}{R_{1} y \cos \theta-R_{1}\left(x-R_{3}\right) \sin \theta} & \frac{y-R_{1} \sin \theta}{R_{1} y \cos \theta-R_{1}\left(x-R_{3}\right) \sin \theta}\end{array}\right]$
from which one can see that there is no any parameter of $L_{n}(n=1,2,3)$ in this matrix.

### 4.2 Singularity

In the parallel robot, singularities occur whenever $\boldsymbol{A}, \boldsymbol{B}$ or both, become singular. As a singularity leads to an instantaneous change of the robot's DOF, the analysis of parallel robots has drawn considerable attention. For the parallel robot studied here, since there is no any parameter of the leg 2 involved in the Jacobian matrix (see Eqs. (16) and (17)), the singularity is actually only that of the leg 1 .

The stationary singularity occurs when $A$ becomes singular but $B$ remains invertible. $|A|=0$ leads to $R_{1} y \cos \theta-R_{1}\left(x-R_{3}\right) \sin \theta=0$, i.e. $\tan \theta=y /\left(x-R_{3}\right)$.

Physically, this corresponds to the configuration when leg $1 A_{1} B_{1} P_{1}$ is completely extended or folded. This singularity is also referred to as the serial singularity. For example, for the robot with the parameters $R_{1}=1.2 \mathrm{~mm}$ and $R_{2}=0.8 \mathrm{~mm}$, two configurations of this kind of singularity are shown in Fig. 6. The loci of point $P$ for this kind of singularity can be expressed as

$$
\begin{equation*}
C_{f i r_{-0}}:\left(x-R_{3}\right)^{2}+y^{2}=\left(R_{1}+R_{2}\right)^{2} \tag{18}
\end{equation*}
$$

and
$C_{f r_{-}-}:\left(x-R_{3}\right)^{2}+y^{2}=\left(R_{1}-R_{2}\right)^{2}$

For the above example, if $R_{3}=0.5 \mathrm{~mm}$ the loci of point P are shown in Fig. 7.
Note that, $R_{1}=0$ leads to $\operatorname{det}(A)=0$ as well. Therefore, $R_{1}=0$ also results in this kind of singularity.
The uncertainty singularity, occurring only in closed kinematics chains, arises when $\boldsymbol{B}$ becomes singular but $\boldsymbol{A}$ remains invertible. $|\boldsymbol{B}|=0$ results in $y=R_{1} \sin \theta$. Physically, this corresponds to the configuration when link $B_{1} P_{1}$ is parallel to the $x$-axis. Two such configurations are shown in Fig. 8. In such a singularity, the loci of point P can be written as

$$
\begin{equation*}
C_{\text {sec } \_r}:\left(x-R_{3}-R_{2}\right)^{2}+y^{2}=R_{1}^{2} \tag{20}
\end{equation*}
$$

and


Figure 6. Two kinds configurations of the stationary singularity: (a) $A_{1} B_{1} P_{1}$ is completely extended; (b) $A_{1} B_{1} P_{1}$ is completely folded


Figure 7. Singular loci of point $P$ when the robot is in the stationary singularity


Figure 8. Two kinds configurations of the uncertainty singularity: (a) point $P_{1}$ is in the right of point $B_{1} ;(\mathrm{b})$ point $P_{1}$ is in the left of point $B_{1}$

It is noteworthy that the singular loci of a robot when $R_{1}$ is greater than $R_{2}$ is different from those when $R_{2}$ is greater than $R_{1}$. The two cases are shown in Fig. 9. From Figs. 7 and 9, we can see that the uncertainty singular loci are always inside the region bounded by the stationary singular loci; and there are usually tangent points between the two kinds of loci.
The analysis on the kinematics of the robot shows that there are two solutions for both the inverse and forward kinematics. Any one of the singularities will result in the change of solution number of the kinematics. For example, the stationary singularity leads to the loss of solution number of the inverse kinematics. While in the uncertainty singular configuration, the solution number of the forward kinematics can be less or more than two. Then the stationary singularity can be called the inverse kinematic singularity, and the uncertainty singularity the forward kinematic singularity.


Figure 9. Singular loci of point P when the robot is in the stationary singularity: (a) $R_{1} \geq R_{2}$; (b) $R_{1}<R_{2}$

## 5. Workspace Analysis

One of the most important issues in the design process of a robot is its workspace. For parallel robots, this issue may be more critical since parallel robots will sometimes have rather a limited workspace.

### 5.1 Theoretical workspace

Theoretical workspace of the studied robot is defined as the region that the output point can reach if $\theta$ changes from 0 to $2 \pi$ and $s$ between $-\infty$ and $\infty$ without the consideration of interference between links and the singularity.
From Eq. (6), one can see that if $\theta$ is specified, the workspace of the leg 1 is a circle centered at the point $\left(R_{1} \cos \theta+R_{3}, \quad R_{1} \sin \theta\right)$ with a radius of $R_{2}$. The circle is denoted as $C_{11}$. If $\theta_{i}$ changes from 0 to $2 \pi$, the center point is located at a circle centered at point $\left(\begin{array}{ll}R_{3} & 0\end{array}\right)$ with a radius of $R_{1}$. The circle is denoted as $C_{12}$. Then, the workspace of the leg is the enveloping region of the circle $C_{11}$ when its center rolls at the circle $C_{12}$. Actually, the enveloping region is an annulus bounded by two circles $C_{\text {fir }}$ o and $C_{\text {fir } i}$ given in Eqs. (18) and (19), respectively. Especially, when $R_{1}=R_{2}$ the workspace is the region bounded by the circle $C_{f i r} o$.
Thinking about the architecture of the studied parallel robot, we can see that the workspace of leg 1 is limited with respect to the parameters $R_{1}$ and $R_{2}$.

But, the workspace of leg 2 has the advantage along $x$-axis. That means the workspace can be infinite if the input $s$ is not limited. Practically, this case cannot occur. However, to enlarge the workspace of the robot, we are sure to find a solution that the workspace of leg 1 can be embodied by that of leg 2 . Actually, enlarging the workspace is our pursuing objective. In this sense, the workspace of the robot should be that of the leg 1 . The workspace of the leg 1 is then our research objective.
For example, the theoretical workspace of leg 1 of the robot with parameters $R_{1}=1.2 \mathrm{~mm}, R_{2}=0.8 \mathrm{~mm}$ and $R_{3}=0.5 \mathrm{~mm}$ is shown as the shaded region in Fig. 10. The theoretical workspace and any other type of workspace of the robot can be that which embodies the corresponding workspace of the leg 1 by assigning appropriate values to the parameters $L_{n}(n=1,2,3)$, which will be described in details in the section 7.2. Therefore, in this chapter, the workspace of the leg 1 is regarded as the workspace of the parallel robot. The theoretical workspace is actually bounded by the stationary singularity loci $C_{\text {fri }-i}$ and $C_{f r}{ }_{-0}$. Its area can be calculated by
$S_{t v}=\pi\left[\left(R_{1}+R_{2}\right)^{2}-\left(R_{1}-R_{2}\right)^{2}\right]=4 \pi R_{1} R_{2}$
From Fig. 9, we can see that within the theoretical workspace there is stationary singularity.


Figure 10. Theoretical workspace of the robot

### 5.2 Usable workspace

As there exist singular loci inside the theoretical workspace, if a robot wants to move from one point to another it maybe should passes a singular configuration. That means it maybe changes from one working mode to another. In practice, changing working mode during the working process is definitely impossible. Therefore, we should find out a working space without singularity.

The usable workspace is defined as the maximum continuous workspace that contains no singular loci inside but bounded by singular loci outside. According to this definition, not every point within the usable workspace can be available for a practical robot. The robot will be out of control at the points on the boundaries and their neighborhoods. But within this region, the robot with a specified working mode can move freely.
In Section 4.2, two kinds of singular loci have been presented for the robot as shown in Fig. 9. The stationary singularity is actually the boundary of a theoretical workspace. Then, a robot with every working mode can have such singular loci. However, as the uncertainty singularity occurs inside the workspace, not every working mode has all such singularities. Normally, for most parallel robots studied here, there are four tangent points between the two kinds of singular loci. The points can be used to identify which singular loci a specified working mode can have. For example, all singular loci of the robot $R_{1}=1.2 \mathrm{~mm}, R_{2}=0.8 \mathrm{~mm}$ and $R_{3}=0.5 \mathrm{~mm}$ are shown in Fig. 9. Fig. 11 shows some singular configurations and singular loci of the robot. As shown in Fig. 11, there are four tangent points $m, v, q$ and $k$ between the four singular loci $C_{\text {fir_ } i}, C_{\text {fir_o }}, C_{\text {sec_ } l}$ and $C_{\text {sec_ } r}$. At these four points, both of the stationary and uncertainty singularities occur. The four points divide the singular curves $C_{\text {see } l}$ and $C_{\text {see_ } r}$ into four parts. At the arcs $m 1 q$ and $v 3 k$, the robot is in singular only when it is with the " + " mode. At the arcs $m 2 q$ and $v 4 k$, the working mode "-" is in singular.


Figure 11. The uncertainty singular loci of a robot with different working modes What we are concerned about here is the robot with the " + " working mode. Fig. 12 shows all singular loci of such kinds of robots.

The theoretical workspace is divided into two parts by the singular loci shown in Fig. 12, which can be used to identify the usable workspaces of the robots with the " + " working mode and, at the same time, the down-configuration. In order to reduce the occupating space, the lower region shown in Fig. 12 is referred to as the usable workspace of the parallel robot. They are shown as the shaded region in Fig. 13. Actually, the usable workspace is the half of the theoretical workspace. The area can be calculated by
$S_{u w}=\frac{\pi}{2}\left[\left(R_{1}+R_{2}\right)^{2}-\left(R_{1}-R_{2}\right)^{2}\right]=2 \pi R_{1} R_{2}$


Figure 12. Singular loci of the robot with the " + " working mode: (a) $R_{1} \geq R_{2}$; (b) $R_{1}<R_{2}$


Figure 13. Usable workspace of the robot with both the " + " working mode and downconfiguration: (a) $R_{1} \geq R_{2}$; (b) $R_{1}<R_{2}$

### 5.3 Workspace atlas

To apply a specified robot in practice, we usually should determine the link lengths with respect to a desired application. This is actually the so-called optimal kinematic design (parameter synthesis) of the robot. In such a process, one of the most classical tools that has been using is the chart.
Chart is a kind of tool to show the relationship between concerned parameters. As it is well known, the performance of a parallel robot depends not only on the pose of the end-effector but also on the link lengths (dimensions). Disregarding the pose, each of the links can be the length between zero and infinite. And there are always several links in a parallel robot. Then the combination of the links with different lengths will be infinite. They undoubtedly have different performance characteristics. In order to summarize the characteristics of a performance, we must show the relationship between it and geometrical parameters of the parallel robot. To this end, a finite space that must contain all kinds of robots (with different link lengths) should be first developed. Next is to plot the chart considering a desired performance. In this paper, the space is referred to as the design space. The chart that can show the relationship between performances and link lengths is referred to as atlas.

### 5.3.1 Development of a design space

The Jacobian matrix is the matrix that maps the relationship between the velocity of the end-effector and the vector of actuated joint rates. This matrix is the most important parameter in the field. Almost all performances are depended on this parameter. Therefore, based on the Jacobian matrix, we can identify which geometrical parameter should be involved in the analysis and kinematic design.
For the parallel robot considered here, there are three parameters in the Jacobian matrix (see Eq. (17)), which are $R_{1}, R_{2}$ and $R_{3}$. Theoretically, any one of the parameters $R_{1}, R_{2}$ and $R_{3}$ can have any value between zero and infinite. This is the biggest difficulty to develop a design space that can embody all robots (with different link lengths) within a finite space. For this reason, we must eliminate the physical link size of the robots.

Let
$D=\left(R_{1}+R_{2}+R_{3}\right) / 3$
One can obtain 3 non-dimensional parameters $r_{i}$ by means of
$r_{1}=R_{1} / D, r_{2}=R_{2} / D, r_{3}=R_{3} / D$

This would then yield
$r_{1}+r_{2}+r_{3}=3$
From Eq.(25), the three non-dimensional parameters $r_{1}, r_{2}$ and $r_{3}$ have limits, i.e.,

$$
\begin{equation*}
0<r_{1}, r_{2}, r_{3}<3 \tag{26}
\end{equation*}
$$

Based on Eqs. (25) and (26), one can establish a design space as shown in Fig. 14(a), in which the triangle $A B C$ is actually the design space of the parallel robot. In Fig. 14(a), the triangle $A B C$ is restricted by $r_{1}, r_{2}$ and $r_{3}$. Therefore it can be figured in another form as shown in Fig. 14(b), which is referred to as the planar-closed configuration of the design space. In this design space, each point corresponds a kind of robot with specified value of $r_{1}, r_{2}$ and $r_{3}$.
For convenience, two orthogonal coordinates $r$ and $t$ are utilized to express $r_{1}, r_{2}$ and $r_{3}$. Thus, by using
$\left\{\begin{array}{l}r=2 r_{1} / \sqrt{3}+r_{3} / \sqrt{3} \\ t=r_{3}\end{array}\right.$
coordinates $r_{1}, r_{2}$ and $r_{3}$ can be transformed into $r$ and $t$. Eq. (27) is useful for constructing a performance atlas.
From the analysis of singularity and workspace, we can see that the singular loci and workspace shape of a robot when $r_{1}>r_{2}$ are different from those of the robot when $r_{1}<r_{2}$. For the convenience of analysis, the line $r_{1}=r_{2}$ is used to divide the design space into two regions as shown in Fig. 14(b).


Figure 14. Design space of the 2-DOF translational parallel robot

### 5.3.2 Workspace characteristics

Using the normalization technique in Eqs. (23) and (24), the dimensional parameters $R_{1}, R_{2}$ and $R_{3}$ were changed to non-dimensional ones $r_{1}, r_{2}$ and $r_{3}$. The kinematic, singularity and workspace analysis results can be obtained by replacing $R_{n}(n=1,2,3)$ with $r_{n}(n=1,2,3)$ in Eqs. (2)-(22). Then, using Eq. (21), we can calculate the theoretical workspace area of each robot in the design space shown in Fig. 14(b). As a result, the atlas of the workspace can be plotted as shown in Fig. 15. To plot the atlas, one should first calculate the theoretical workspace area of each non-dimensional robot with $r_{1}, r_{2}$ and $r_{3}$, which is included in the design space. Using the Eq. (27), one can then obtain the relationship between the area and the two orthogonal coordinates $r$ and $t$ (see Fig. 14(b)). This relationship is practically used to plot the atlas in the planar system with $r$ and $t$. The subsequent atlases are also plotted using the same method. Fig. 15 shows not only the relationship between the workspace area and the two orthogonal coordinates but that between the area and the three non-dimensional parameters as well. What we are really most concerned about is the later relationship. For this reason, $r$ and $t$ are not appeared in the figure. From Fig. 15, one can see that

- The theoretical workspace area is inverse proportional to parameter $r_{3}$;
- The area atlas is symmetric with respect to $r_{1}=r_{2}$, which means that the area of a kind of robot with $r_{1}=u, r_{2}=w(u, w<3)$ and $r_{3}=3-u-w$ is identical to that of a robot with $r_{1}=w, r_{2}=u(u, w<3)$ and $r_{3}=3-u-w$;
- The area reaches its maximum value when $r_{1}=r_{2}=1.5$ and $r_{3}=0$. The maximum value is $9 \pi$.

Since the usable workspace area is the half of the theoretical workspace area, the atlas of usable workspace is identical with that of Fig. 15 in distribution but is different in area value. From Figs. 10 and 15, we can see that the theoretical workspaces of robots $r_{1}=u$ and $r_{2}=w$, and $r_{1}=w$ and $r_{2}=u$ are identical with each other not only in area but also in shape. It is noteworthy that, although, the usable workspace area atlas is also symmetric about the line $r_{1}=r_{2}$, the usable workspace shape of the robot with $r_{1}=u$ and $r_{2}=w$ is no longer same as that of the robot with $r_{1}=w$ and $r_{2}=u$. This result is not difficult to be reached from Fig. 13.


Figure 15. Atlas of the theoretical workspace of the parallel robot

### 5.3.3 Similarity robots

From Fig. 15, one can know the workspace performance of a non-dimensional parallel robot. Our objective is usually the dimensional robot. If the workspace performance of a robot with parameters $r_{n}(n=1,2,3)$ is clear, one should know the corresponding performance of the robot with parameters $R_{n}(n=1,2,3)$. Otherwise, the normalization of geometric parameters and the developed design space will be nonsense. Comparing Eqs. (21) and (22), it is not difficult to reach the following relationship
$S_{t w}=D^{2} S_{t w}^{\prime}$ and $S_{u w}=D^{2} S_{u w}^{\prime}$
where $S_{t w}^{\prime}$ and $S_{u w}^{\prime}$ are the theoretical and usable workspace areas, respectively, of a non-dimensional robot. Eq. (28) indicates that the workspace of a dimensional robot is $D^{2}$ times that of a non-dimensional robot. That means, from Fig. 15, one can also know the workspace performance of a dimensional robot.
Therefore, the robot with normalized parameters rn ( $n=1,2,3$ ) has a generalized significance. The workspace performance of such a robot indicates not only the performance of itself but also those of the robots with parameters Drn, i.e. Rn. Here, the robots with parameters Drn are defined as similarity robots; and the robot with parameters rn is referred to as the basic similarity robot. The analysis in the subsequent sections will show that the similarity robots are similar in terms of not only the workspace performance but also other performances, such as conditioning index and stiffness. For these reasons, the normalization of the geometric parameters can be reasonably applied to the optimal design of the robot. And it also simplifies the optimal design process.

## 6. Atlases of Good-Condition Indices

From Section 5, one can know characteristics of the workspace, especially the usable workspace of a robot with given $r_{n}$ or $R_{n}(n=1,2,3)$. Usually, in the design process and globally evaluation of a performance, a kind of workspace is inevitable. Unfortunately, due to the singularity, neither the theoretical workspace nor the usable workspace can be used for these purposes. Therefore, we should define a workspace where each configuration of the robot can be far away from the singularity. As it is well known, the condition number of Jacobian matrix is an index to measure the distance of a configuration to the singularity. The local conditioning index, which is the reciprocal of the condition number, will then be used to define some good-condition indices in this section.

### 6.1 Local conditioning index

Mathematically, the condition number of a matrix is used in numerical analysis to estimate the error generated in the solution of a linear system of equations by the error in the data (Strang, 1976). The condition number of the Jacobian matrix can be written as
$\boldsymbol{\kappa}=\|\boldsymbol{J}\|\left\|\boldsymbol{J}^{-1}\right\|$
where $\|\bullet\|$ denotes the Euclidean norm of the matrix, which is defined as
$\|\boldsymbol{J}\|=\sqrt{\operatorname{tr}\left(\boldsymbol{J}^{T} \boldsymbol{W} \boldsymbol{J}\right)} ; \quad \boldsymbol{W}=\frac{1}{n} \boldsymbol{I}$
in which $n$ is the dimension of the Jacobian matrix and $I$ the $n \times n$ identity matrix. Moreover, one has

$$
\begin{equation*}
1 \leq \kappa \leq \infty \tag{31}
\end{equation*}
$$

and hence, the reciprocal of the condition number, i.e., $1 / \kappa$, is always defined as the local conditioning index (LCI) to evaluate the control accuracy, dexterity and isotropy of a robot. This number must be kept as large as possible. If the number can be unity, the matrix is an isotropic one, and the robot is in an isotropic configuration.

### 6.2 Good-condition workspace

Let's first check how the LCI is at every point in the workspace of the similarity robot with parameters $R_{1}=1.2 \mathrm{~mm}, R_{2}=0.8 \mathrm{~mm}$ and $R_{3}=0.5 \mathrm{~mm}$. Its us-
able workspace is shown in Fig. 13(a). Fig. 16 shows the distribution of the LCI in the workspace.


Figure 16. Distribution of the LCI in the usable workspace

From Fig. 16 one can see that, in the usable workspace, there exist some points where the LCI will be zero or very small. At these points the control accuracy of the robot will be very poor. These points will not be used in practice. They should be excluded in the design process. The left workspace, which will be used in practice, can be referred to as good-condition workspace (GCW) that is bounded by a specified LCI value, i.e., $1 / \kappa$. Then, the set of points where the LCI is greater than or equal to (GE) a specified LCI is defined as the GCW.
Using the numerical method, by letting the minimum LCI be 0.3 , the GCW area of each basic similarity robot in the design space shown in Fig. 14(b) can be calculated.

The corresponding atlas can be then plotted as shown in Fig. 17, from which one can see that

- The GCW area is inverse proportional to parameter $r_{3}$;
- The area atlas is no longer symmetric with respect to the line $r_{1}=r_{2}$. In another sense, this indicates that a large theoretical or usable workspace of a robot doesn't mean that it has a large GCW;
- The maximum value of the GCW area is still that of the robot $r_{1}=r_{2}=1.5$ and $r_{3}=0$.

Since there is no singularity within the whole GCW, it can be used as a reference in the definition of a global index, e.g. global conditioning index.


Figure 17. Atlas of the good-condition workspace when $\mathrm{LCI} \geq 0.3$

### 6.3 Global conditioning index

Jacobian matrix is pose-dependent (see Eq. (17)). Then, the LCI is depended on the pose as well. This indicates that the LCI at one point may be different from that at another point. Therefore, the LCI is a local index. In order to evaluate the global behaviour of a robot on a workspace, a global index can be defined as (Gosselin \& Angeles, 1989)
$\eta_{J}=\int_{W} 1 / \kappa_{J} d W / \int_{W} d W$
which is the global conditioning index (GCI). In Eq. (32), $W$ is the workspace. In particular, a large value of the index ensures that a robot can be precisely controlled.
For the robot studied here, the workspace $W$ in Eq. (32) can be the GCW when $\mathrm{LCI} \geq 0.3$. The relationship between the GCI and the three normalized parameters $r_{n}(n=1,2,3)$ can be studied in the design space. The corresponding atlas is shown in Fig. 18, from which one can see that the robots near $r_{1}=1.2$ have large GCI. Some of these robots have very large GCW, some very small.

### 6.4 Global stiffness index

Disregarding the physical characteristic, kinematically, there will be deformation on the end-effector if an external force acts on it.


Figure 18. Atlas of the global conditioning index

This deformation is dependent on the robot's stiffness and on the external force. The robot stiffness affects the dynamics and position accuracy of the device, for which stiffness is an important performance index. The static stiffness (or rigidity) of the robot can be a primary consideration in the design of a parallel robot for certain applications.

Equation (8) can be rewritten as
$\dot{q}=J \dot{p}$

On the other hand, by virtue of what is called the duality of kinematics and statics (Waldron \& Hunt, 1988), the forces and moments applied at the endeffector under static conditions are related to the forces or moments required at the actuators to maintain the equilibrium by the transpose of the Jacobian matrix $J$. We can write

$$
\begin{equation*}
\boldsymbol{\tau}=\boldsymbol{J}^{\mathrm{T}} f \tag{34}
\end{equation*}
$$

where $f$ is the vector of actuator forces or torques, and $\tau$ is the generalized vector of Cartesian forces and torques at the end-effector.
In the joint coordinate space, a diagonal stiffness matrix $\boldsymbol{K}_{p}$ is defined to express the relationship between the actuator forces or torques $f$ and the joint displacement vector $\Delta \boldsymbol{q}$ according to
$f=K_{p} \Delta q$
With
$\boldsymbol{K}_{p}=\left[\begin{array}{ll}k_{p 1} & \\ & k_{p 2}\end{array}\right]$
in which $k_{p i}$ is a scalar representing the stiffness of each of the actuators.
In the operational coordinate space, we define a stiffness matrix $K$ which relates the external force vector $\tau$ to the output displacement vector $D$ of the end-effector according to
$\tau=K D$
The Eq. (33) also describes the relationship between the joint displacement vector $\Delta \boldsymbol{q}$ and the output displacement vector $D$, i.e.,
$\Delta q=J D$
From Eqs. (34), (35) and (38), we get
$\boldsymbol{\tau}=\boldsymbol{J}^{\mathrm{T}} \boldsymbol{K}_{p} \boldsymbol{J} \boldsymbol{D}$
Thus, the stiffness matrix $K$ is expressed as
$\boldsymbol{K}=\boldsymbol{J}^{\mathrm{T}} \boldsymbol{K}_{p} \boldsymbol{J}$
Then, we have
$D=\boldsymbol{K}^{-1} \boldsymbol{\tau}$
From Eq. (41), one can write
$\boldsymbol{D}^{\mathrm{T}} \boldsymbol{D}=\boldsymbol{\tau}^{\mathrm{T}}\left(\boldsymbol{K}^{-1}\right)^{\mathrm{T}} \boldsymbol{K}^{-1} \boldsymbol{\tau}$
Let the external force vector $\tau$ be unit, i.e.,
$\|\tau\|^{2}=\tau^{\mathrm{T}} \boldsymbol{\tau}=1$

Under the condition (43), one can derive the extremum of the norm of vector D. In order to obtain the conditional extremum, using the Lagrange multiplier $\lambda_{D}$, one can construct the Lagrange equation as following
$L_{D}=\boldsymbol{\tau}^{\mathrm{T}}\left(\boldsymbol{K}^{-1}\right)^{\mathrm{T}} \boldsymbol{K}^{-1} \boldsymbol{\tau}-\boldsymbol{\lambda}_{D}\left(\boldsymbol{\tau}^{\mathrm{T}} \boldsymbol{\tau}-1\right)$
The necessary condition to the conditional extremum is
$\frac{\partial L_{D}}{\partial \lambda_{D}}=0: \boldsymbol{\tau}^{\mathrm{T}} \boldsymbol{\tau}-1=0$, and $\frac{\partial L_{D}}{\partial \boldsymbol{\tau}}=0:\left(\boldsymbol{K}^{-1}\right)^{\mathrm{T}} \boldsymbol{K}^{-1} \boldsymbol{\tau}-\boldsymbol{\lambda}_{D} \boldsymbol{\tau}=0$
from which one can see that the Lagrange multiplier $\lambda_{D}$ is actually an eigenvalue of the matrix $\left(\boldsymbol{K}^{-1}\right)^{\mathrm{T}} \boldsymbol{K}^{-1}$. Then, the norm of vector $\boldsymbol{D}$ can be written as
$\|\boldsymbol{D}\|^{2}=\boldsymbol{D}^{\mathrm{T}} \boldsymbol{D}=\boldsymbol{\tau}^{\mathrm{T}}\left(\boldsymbol{K}^{-1}\right)^{\mathrm{T}} \boldsymbol{K}^{-1} \boldsymbol{\tau}=\boldsymbol{\tau}^{\mathrm{T}} \boldsymbol{\lambda}_{\boldsymbol{D}} \boldsymbol{\tau}=\boldsymbol{\lambda}_{\boldsymbol{D}}$
Therefore, the extremum of $\|D\|^{2}$ is the extremum of the eigenvalues of the matrix $\left(\boldsymbol{K}^{-1}\right)^{\mathrm{T}} \boldsymbol{K}^{-1}$. Then, if $k_{p 1}=k_{p 2}=1$ and $\|\boldsymbol{\tau}\|^{2}=1$, the maximum and minimum deformations on the end-effector can be described as
$\left\|\boldsymbol{D}_{\text {max }}\right\|=\sqrt{\max \left(\mid \lambda_{D_{i} i}\right)}$ and $\left\|\boldsymbol{D}_{\min }\right\|=\sqrt{\min \left(\left|\lambda_{D i}\right|\right)}$
where $\lambda_{D i}(i=1,2)$ are the eigenvalues of the matrix $\left(\boldsymbol{K}^{-1}\right)^{\mathrm{T}} \boldsymbol{K}^{-1} .\left\|\boldsymbol{D}_{\text {max }}\right\|$ and $\left\|\boldsymbol{D}_{\text {min }}\right\|$ are actually the maximum and minimum deformations on the endeffector when both the external force vector and the matrix $\boldsymbol{K}_{p}$ are unity. The maximum and minimum deformations form a deformation ellipsoid, whose axes lie in the directions of the eigenvectors of the matrix $\left(\boldsymbol{K}^{-1}\right)^{\mathrm{T}} \boldsymbol{K}^{-1}$. Its magnitudes are the maximum and minimum deformations given by Eq. (47). The maximum deformation $\left\|\boldsymbol{D}_{\text {max }}\right\|$, which can be used to evaluate the stiffness of the robot, is defined as the local stiffness index (LSI). The smaller the deformation is, the better the stiffness is.
Similarly, based on Eq. (47), the global stiffness index (GSI) that can evaluate the stiffness of a robot within the workspace is defined as
$\eta_{D \max }=\frac{\int_{W}\left\|\boldsymbol{D}_{\max }\right\| d W}{\int_{W} d W}$
where, for the robot studied here, $W$ is the GCW when $\mathrm{LCI} \geq 0.3$. Usually, $\eta_{D \max }$ can be used as the criterion to design the robot with respect to its stiffness. Normally, we expect that the index value should be as small as possible. Figure 19 shows the atlas of $\eta_{D \max }$, from which one can see that the larger the parameter $r_{3}$, the smaller the deformation. That means the stiffness is proportional to the parameter $r_{3}$.


Figure 19. Atlas of the global stiffness index

## 7. Optimal Design based on the Atlas

In this section, a method for the optimal kinematic design of the parallel robot will be proposed based on the results of last sections.

### 7.1 Optimum region with respect to desired performances

Relationships between performance indices and the link lengths of the 2-DOF translational parallel robot have been studied. The results have been illustrated by their atlases, from which one knows visually which kind of robot can be with a better performance and which cannot. This is very important for us to find out a global optimum robot for a specified application. In this section, the optimum region will be shown first with respect to possible performances.

### 7.1.1 Workspace and GCI

In almost all designs, the workspace and GCI are usually considered. From the atlas of the GCW (see the Fig. 17), we can see that the workspace of a robot when $r_{1}$ is near 1.5 and $r_{3}$ is shorter can be larger. From the atlas of GCI (Fig. 18), we know that robots near $r_{1}=1.2$ have better GCI. If the GCW area, denoted as $S_{G C W}^{\prime}$, is supposed to be greater than $6\left(S_{G C W}^{\prime}>6\right)$ and the GCI greater than 0.54 , the optimum region in the design space can be obtained shown as the shaded region in Fig. 20(a). The region is denoted as $\Omega_{G C W-G C I}=\left\lfloor\left(r_{1}, r_{2}, r_{3}\right) \mid S_{G C W}^{\prime}>6\right.$ and $\left.\eta_{J}>0.54\right\rfloor$ with performance restriction. One can also obtain an optimum region with better workspace and GCI, for example, the region $\Omega_{G C W-G C I}^{\prime}$ where $S_{G C W}^{\prime}>7$ and $\eta_{J}>0.57$ as shown in Fig. 20(b). In order to get a better result, one can decrease the optimum region with stricter restriction. Such a region contains some basic similarity robots, which are all possible optimal results.


Figure 20. Two optimum region examples with respect to both GCI and GCW performance restrictions

After the optimum region is identified, there are two ways to achieve the optimal design result with non-dimensional parameters. One is to search a most optimal result within the region $\Omega_{\mathrm{GCW}-\mathrm{GCI}}$ or $\Omega_{\mathrm{GCW}-\mathrm{GCI}}^{\prime}$ using one classical searching algorithm based on an established object function. The method will yield a unique solution. This is not the content of this paper. Another one is to select a robot within the obtained optimum region. For example, the basic similarity robot with $r_{1}=1.2, r_{2}=1.65$ and $r_{3}=0.15$ can be selected as the candidate if only workspace and GCI are involved in the design. Its GCW area and the

GCI value are 7.2879 and 0.5737 , respectively. The robot with only $r_{n}(n=1,2,3)$ parameters and its GCW are shown in Fig. 21.


Figure 21. The robot with parameters $r_{1}=1.2, r_{2}=1.65$ and $r_{3}=0.15$ in the $\Omega_{G C W-G C I}^{\prime}$ region and its GCW when $\mathrm{LCI} \geq 0.3$

Actually, we don't recommend the former method for achieving an optimal result. The solution based on the objective function approach is a mathematical result, which is unique. Such a result is maybe not the optimal solution in practice. Practically, we usually desire a solution subjecting to our application conditions. From this view, it is unreasonable to provide a unique solution for the optimal design of a robot. Since we cannot predict any application condition previously, it is most ideally to provide all possible optimal solutions, which allows a designer to adjust the link lengths with respect to his own design condition. The advantage of the later method is just such an approach that allows the designer to adjust the design result fitly by trying to select another candidate in the optimum region.

### 7.1.2 Workspace, GCI, and GSI

In this paper, stiffness is evaluated by the maximum deformation of the endeffector when the external force and the stiffness of each of the actuators are unit. A robot with smaller $\eta_{D \max }$ value usually has better stiffness. Since accuracy is inherently related to the stiffness, actually, the stiffness index used here can also evaluate the accuracy of the robot. To achieve an optimum region with respect to all of the three indices, the GCW can be specified as $S_{G C W}^{\prime}>6$, GCI $\eta_{J}>0.54$ and GSI $\eta_{D \max }<7.0$. The optimal region will be $\Omega_{G C W-G C I-G S I}=\left\lfloor\left(r_{1}, r_{2}, r_{3}\right) \mid S_{G C W}^{\prime}>6, \eta_{J}>0.54\right.$, and $\left.\eta_{D \max }<7\right\rfloor$ shown in Fig. 22. For
example, the values of the GCW, GCI and GSI of the basic similarity robot with parameters $r_{1}=1.12, r_{2}=1.68$ and $r_{3}=0.2$ in the optimum region are $S_{G C W}^{\prime}=6.8648, \eta_{J}>0.5753$ and $\eta_{D \max }=6.5482$. Fig. 23 shows the robot and its GCW when LCI is GE 0.3.


Figure 22. One optimum region example with respect to the GCI, GCW and GSI performance restrictions


Figure 23. The robot with parameters $r_{1}=1.12, r_{2}=1.68$ and $r_{3}=0.2$ in the $\Omega_{\text {GCW-GCI-GSI }}$ region and its GCW when $\mathrm{LCI} \geq 0.3$

### 7.2 Dimension determination based on the obtained optimum example

The final objective of optimum design is determining the link lengths of a robot, i.e. the similarity robot. In the last section, some optimum regions have been presented as examples. These regions consist of basic similarity robots with non-dimensional parameters. The selected optimal basic similarity robots are comparative results, not final results. Their workspaces may be too small to be used in practice. In this section, the dimension of an optimal robot will be determined with respect to a desired workspace.
As an example of presenting how to determine the similarity robot with respect to the optimal basic similarity robot obtained in section 7.1, we consider the robot with parameters $r_{1}=1.12, r_{2}=1.68$ and $r_{3}=0.2$ selected in section 7.1.2. The robot is from the optimum region $\Omega_{\text {GCW-GCI-GSI }}$, where the workspace, GCI and stiffness are all involved in the design objective. To improve the GCI and GSI performances of the robot, letting LCI be GE 0.5 , the values of the GCW, GCI and GSI of the robot with parameters $r_{1}=1.12, r_{2}=1.68$ and $r_{3}=0.2$ are $S_{G C W}^{\prime}=4.0735, \eta_{J}>0.6977$ and $\eta_{D \max }=2.5373$. Fig. 24 shows the revised GCW. Comparing Figs. 23 and 24, it is obvious that the improvement of performances GCI and GSI is based on the sacrifice of the workspace area.


Figure 24. GCW of the robot with parameters $r_{1}=1.12, r_{2}=1.68$ and $r_{3}=0.2$ when $\mathrm{LCI} \geq 0.5$

The process to find the dimensions with respect to a desired practical workspace can be summarized as following:

Step 1: Investigating the distribution of LCI and LSI on the GCW of the basic similarity robot. For the aforementioned example, the distribution is
shown in Fig. 25 (a) and (b), respectively, from which one can see the distributing characteristics of the two performances. The investigation can help us determining whether it is necessary to adjust the GCW. For example, if the stiffness at the worst region of the GCW cannot satisfy the specification on stiffness, one can increase the specified LCI value to reduce the GCW. In contrary, if the stiffness is permissible, one can decrease the specified LCI value to increase the GCW.

(a)

(b)

Figure 25. Distribution of LCI and LSI in the GCW of the basic similarity robot when LCI $\geq 0.5$ : (a) LCI; (b) LSI

Step 2: Determining the factor $D$, which was used to normalize the parameters of a dimensional robot to those that are non-dimensional. The GCW area when $\mathrm{LCI} \geq 0.5$ of the selected basic similarity robot is
$S_{\mathrm{GCW}}^{\prime}=4.0735$. If the desired workspace area $S_{\mathrm{GCW}}$ of a dimensional robot is given with respect to the design specification, the factor $D$ can be obtained as $D=\sqrt{S_{G C W} / S_{G C W}^{\prime}}$, which is identical with the relationship in Eq. (28). For example, if the desired workspace shape is similar to the GCW shown in Fig. 24 and its area $S_{G C W}=500 \mathrm{~mm}$, there is $D=\sqrt{S_{\mathrm{GCW}} / S_{\mathrm{GCW}}^{\prime}}=\sqrt{500 / 4.0735} \approx 11.08 \mathrm{~mm}$.
Step 3: Achieving the corresponding similarity robot by means of dimensional factor $D$. As given in Eq. (24), the relationship between a dimensional parameter and a non-dimensional one is $R_{n}=D r_{n}(\mathrm{n}=1,2,3)$. Then, if $D$ is determined, $R_{n}$ can be obtained. For the above example, there are $R_{1}=12.41 \mathrm{~mm}, R_{2}=18.61 \mathrm{~mm}$ and $R_{3}=2.22 \mathrm{~mm}$. In this step, one can also check the performances of the similarity robot. For example, Fig. 26 (a) shows the distribution of LCI on the desired workspace, from which one can see that the distribution is the same as that shown in Fig. 25 (a) of the basic similarity robot. The GCI is still equal to 0.6977. Fig. 26 (b) illustrates the distribution of LSI on the workspace. Comparing Fig. 26 (b) with Fig. 25 (b), one can see that the distributions of LSI are the same. The GSI value is still equal to 2.5373 . Then, the factor $D$ does not change the GCI, GSI, and the distributions of LCI and LSI on the workspaces. For such a reason, we can say that, if a basic similarity robot is optimal, any one of its similarity robots is optimal.
Step 4: Determining the parameters $L_{n}(\mathrm{n}=1,2,3)$ that are relative to the leg 2 . Since the parameters are not enclosed in the Jacobian matrix, they are not the optimized objects. They can be determined with respect to the desired workspace. Strictly speaking, the workspace analyzed in the former sections is that of the leg 1 . As mentioned in section 5.1, to maximize the workspace of the 2-DOF parallel translational robot and, at the same time, to reduce the cost, the parameters $L_{n}(\mathrm{n}=1,2,3)$ should be designed as those with which the workspace of leg 2 can just embody the workspace of the leg 1 . To this end, the parameters should be subject to the following equations
$Y_{\text {max }}=L_{1}+L_{2}-L_{3}+R_{3}$
$Y_{\text {min }}=L_{1}-L_{2}-L_{3}+R_{3}$
in which $Y_{\max }$ and $Y_{\min }$ are $y$-coordinates of the topmost and lowest points of the desired workspace. For the desired GCW shown in Fig. 26 , there are $Y_{\text {max }}=-3.32 \mathrm{~mm}$ and $Y_{\text {min }}=-29.92 \mathrm{~mm}$. Substituting them
in Eqs. (49) and (50), we have $L_{2}=13.30 \mathrm{~mm}$. To reduce the manufacturing cost, let $L_{1}=L_{2}$, which leads to $L_{3}=32.14 \mathrm{~mm}$
Step 5: Calculating the input limit for each actuator. The range of each input parameter can be calculated from the inverse kinematics. For the obtained similarity robot, there are $\theta \in\left[-83.3040^{\circ}, 81.7649^{\circ}\right]$ and $s \in[-6.10 \mathrm{~mm}, 25.49 \mathrm{~mm}]$.

Then, the parameters of the optimal robot with respect to the desired workspace $S_{G C W}=500 \mathrm{~mm}$ are $R_{1}=12.41 \mathrm{~mm}, R_{2}=18.61 \mathrm{~mm}, \quad R_{3}=2.22 \mathrm{~mm}$, $L_{1}=L_{2}=13.30 \mathrm{~mm}, \quad L_{3}=32.14 \mathrm{~mm}, \quad \theta \in\left[-83.3040^{\circ}, 81.7649^{\circ}\right] \quad$ and $s \in[-6.10 \mathrm{~mm}, 25.49 \mathrm{~mm}]$. It is noteworthy that this result is only one of all possible solutions. If the designer picks up another basic similarity robot from the optimum region, the final result will be different. This is actually one of the advantages of this optimal design method. The designer can adjust the final result to fit his design condition. It is also worth notice that, actually, the desired workspace shape cannot be that shown in Fig. 26. It is usually in a regular shape, for example, a circle, a square or a rectangle. In this case, a corresponding similar workspace should be first identified in the GCW of the basic similarity robot in Step 2. This workspace, which is the subset of the GCW, is normally just embodied by the GCW. The identified workspace area will be used to determine the factor $D$ with respect the desired workspace area in Step 2.


Figure 26. Distribution of LCI and LSI in the desired workspace of the obtained similarity robot: (a) LCI; (b) LSI

## 8. Conclusion and Future Works

In this chapter, a novel 2-DoF translational robot is proposed. One advantage of the robot is that it can position a rigid body in a 2D plane while maintaining a constant orientation. The proposed robot can be used in light industry where high speed is needed. The inverse and forward kinematics problems, workspace, conditioning indices, and singularity are presented here. In particular, the optimal kinematic design of the robot is investigated and a design method is proposed.
The key issue of this design method is the construction of a geometric design space based on the geometric parameters involved, which can embody all basic similarity robots. Then, atlases of desired indices can be plotted. These atlases can be used to identify an optimal region, from which an ideal candidate can be selected. The real-dimensional parameters of a similarity robot can be found by considering the desired workspace and the good-condition workspace of the selected basic similarity robot. Compared with other design methods, the proposed methodology has some advantages: (a) one performance criterion corresponds to one atlas, which can show visually and globally the relationship between the index and design parameters; (b) for the same reason in (a), the fact that some performance criteria are antagonistic is no longer a problem in the design; (c) the optimal design process can consider multi-objective functions or multi-criteria, and also guarantees the optimality of the result; and finally, (d) the method provides not just one solution but all possible solutions.
The future work will focus on the development of the computer-aided design of the robot based on the proposed design methodology, the development of the robot prototype, and the experience research of the prototype.
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